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Abstract. Due to their attractive, regular structure and their simple implementation, cross-
bar arrays have become one major emerging research area in the fields of nano-devices and
electronic circuits. This paper discusses novel applications of crossbars as various types of so-
called physical unclonable functions (PUFs) in the field of physical cryptography. The latter is
a recent branch of cryptography and security that exploits the inherent, small-scale random-
ness and disorder in physical structures. PUFs are the currently dominant primitive within this
new field. In order to establish the applicability of crossbar structures as PUFs, two crossbars
with rectifying junctions are investigated on the basis of real measurement data. In addition,
the scalability of these crossbars with respect to their power dissipation and noise margin is
evaluated in simulations. The types of PUFs as which crossbars can serve include Weak PUFs
and Super High Information Content (SHIC) PUFs. We also discuss whether crossbar-based
PUFs allow the erasure and/or re-writing of response information on a single CRP level, i.e.,
without affecting other PUF-responses.

KEY WORDS: Crossbars, ZnO Schottky junction, ALILE crystallization process,
physical cryptography, physical unclonable functions (PUFs), SHIC PUFs

1 Introduction

As semiconductor technologies approach the end of the roadmap, researchers focus
on improving energy efficiency and area consumption to create future information
technologies [1]. Crossbar arrays are in principle very well aligned with these goals:
Due to their highly regular architecture, they are considered to be the simplest func-
tional electrical circuits, allowing manufacture at the very resolution limits of available
nanofabrication methods. Recent work by Green et al., for example, realized crossbar
array with a bit density of 1011cm−2. This means a scale down in size of roughly 37
times compared to the current state of the art in DRAMs [2]. In addition, crossbar
architectures are expected to allow a promising reduction in energy consumption due
to their potential for nano-scale fabrication [1]. Nevertheless, accessing a single cell
within a very large passive crossbar array is accompanied with sneak current paths
and crosstalk with neighboring cells, which may hinder arbitrary scaling of the ar-
ray sizes. Among other things, this paper thus investigates the scalability of passive
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crossbar arrays consisting of low cost, highly rectifying junctions, which are suited to
diminish crosstalk and sneak current paths.

Electronic communication and security devices are pervasive in our life. Just to
name two examples, around five billion mobile phones are currently in use worldwide
[3, 4], and the world market of chipcards has an estimated volume of three billion
pieces per year [5, 6]. Their widespread use makes such devices and tokens a well
accessible and, at the same time, a worthwhile target for attackers.

In many cases, hostile attacks on said systems are not directed against the nu-
meric cryptoprimitives which they use, such as the employed encryption schemes,
digital signature schemes, or hash functions [7, 8]. Instead, fraudsters can apply mal-
ware (such as viruses and Trojan horses) or physical methods in order to extract the
secret keys that are contained in the systems. Indeed this method has been applied
successfully many times against widespread commercial systems [8–10]. This drives
the search for new cryptographic and security mechanisms that can protect secret
keys in vulnerable hardware systems.

The recent field of physical cryptography (PhC) addresses the above (and other)
issues by exploiting the effects of small scale, random, uncontrollable manufacturing
variations in hardware systems. One central topic from PhC are so-called Physical
Unclonable Functions or PUFs (see Section 2.3). PhC has developed very rapidly in
recent years, with the optimal hardware realization of PUFs with respect to secu-
rity, costs, and area consumption being one central research topic. This paper hence
investigates if and how crossbar arrays based can be used as PUFs with very high
information density and low power consumption. In doing so, it builds an unexpected
bridge between two hot research topics in the fields of nanoscience on the one hand
and cryptography and security on the other hand.

The paper is organized as follows. Section 2 provides some background information
about crossbars, physical cryptography and memristors. In section 3, two crossbars
with rectifying junctions are analyzed, based on real devices’ measurements. In section
4, novel applications of crossbars in the field of physical cryptography, are presented.
In addition, different properties of crossbars are analyzed to confirm their applicability
in the proposed cryptographic applications.

2 Basic Concepts

2.1 Crossbar Arrays

Structure and Manufacture Implementation Crossbar arrays gained a lot of attention
over the last few years due to their attractive small sizing and simple implementation.
They are considered to be the simplest functional electrical circuits. In a nutshell, a
crossbar array consists of sets of horizontal and vertical parallel metal wires (see
figure 1). Schematically, one can describe a crossbar cell as a bistable element charac-
terized by two level of resistances, Ron and Roff , corresponding respectively to the low
and high conductance states of the junction. The layer between the crossing wires is
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Fig. 1. The typical architecture of an N ×M Crossbar array for non-volatile memories

in general nonlinear resistors. Its electric characteristics determine the behavior of the
crossbar and its electronic functionality. Crossbar arrays are generally passive circuits
with no amplifying/signal restoring components [11]. For any application, crossbars
should be fully compatible with silicon technology so that they can be fabricated as a
post-process on the top of CMOS circuits, which would provide the electronic control
functions.

Crossbar arrays are mostly intended to be used as memories that would require
much less space than the current available memories [2, 12]. In addition, logic ap-
plications using crossbar arrays have been proposed in [13, 14]. Recently, our group
proposed to use crossbars for applications related to cryptography and security [15,
16]. This topic is discussed in this paper.

Biasing Schemes. Figure 2 shows three general biasing schemes for crossbar arrays.
In all schemes, an input voltage supply is applied to the accessed word line and a
current measuring meter is connected to the accessed bit line. These biasing schemes
are valid for both reading and writing of the memory bits, yet usually higher input
voltages are used in writing. The first scheme is the floating scheme where all the
un-accessed bit/word lines are left floating. The second scheme is a single supply
biasing scheme where all un-accessed bit/word lines are biased at voltage Vb. When
Vb = 0, it is called “grounded scheme”. The third scheme is a double supply biasing
scheme where all un-accessed word lines are biased at voltage Vb1 and all un-accessed
bit lines are biased at voltage Vb2. When Vb1 and Vb2 have a reversed values to that of
the accessed junction, it is called “reverse biasing scheme”. It is worth noting that,
when Vb1 and Vb2 are equal, the double supply biasing scheme is the same as the single
supply biasing scheme.

Circuit Models. Crossbar architectures are ideal candidate for very high integration
thanks to their simple topology. It is therefore important to study the scalability of
crossbar arrays. For this purpose, approximate equivalent circuit models are necessary
to allow the computationally efficient simulation of the crossbars for large circuit sizes.
Each cell stores “0” or “1”, which corresponds to resistance Roff or Ron, respectively.
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Fig. 2. The three general biasing schemes for crossbar arrays.(a) floating scheme (b) single supply biasing
scheme (c) double supply biasing scheme

In the circuit performance evaluation, maximum entropy in the array is assumed,
which corresponds to an equal number of stored 0s and 1s in random positions.

Since most of the simplification in the crossbar circuit is due to parallel junctions,
it is assumed a new general resistance R which has an average IV characteristic of
the Roff and Ron. This means that two parallel R have the same IV characteristic
of Roff parallel to Ron (in symbols Roff // Ron).

R // R = Roff // Ron

R = 2 · (Roff // Ron)
(1)

Note that, R can take any other value according to the requirement from the sim-
ulation, e.g. simulating worst case conditions where the number of stored 0s and 1s
are not equal but their ratio is constantly distributed through the array. Moreover,
the direction of the junction was left, in order to keep the circuit models general
for any type of junction, e.g. when having a rectifying junction the direction is very
important. Figures 3 and 4 show the approximate circuit models for floating scheme
and the double supply biasing scheme, respectively. The resistance of the accessed
junction called Rj which differ from the general R.

In the floating scheme, each un-accessed junction connected to the accessed word
line would have a leakage path to the accessed bit line. The leakage path that could
be found is first to path through each junction connected to the same bit line but
in reverse direction, then path through the un-accessed junctions connected to the
accessed bit line (see fig. 3). It is assumed an equal potential for all un-accessed
word lines, which is a valid approximation if the ratio of 1s and 0s is constantly
distributed as stated earlier when we calculated R. This was verified by comparing
the approximated circuit model with the complete crossbar circuit elements up to
300 × 300 junctions, whence it is supposed to work even better for larger array size.

Any N parallel junctions can be replaced by an equivalent junction with a resis-
tance equals R/N . However, for serial junctions, the equivalent junction resistance is
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not computed since the junctions generally may have nonlinear IV characteristics. In
step 3, in order to replace the (N − 1) equal branches without wrong approximation,
just one branch is employed to ensure the correct IV characteristic over it. After-
wards, a current dependent current source, which simulates the remaining (N − 2)
branches, is connected parallel to the employed branch to generate (N − 2) times the
current in the employed branch.

In the double biasing scheme, since each junction is biased with two supply volt-
ages, all junctions with the same bias are considered to be parallel (see fig. 4). These
parallel junctions are replaced by equivalent junctions in the same way described for
the floating bias.
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These circuit models are just approximate because we neglect the wire resistances,
the supply resistance and the resistance of the current measuring device. These resis-
tances might become critical when the crossbar is fabricated at the nano-scale.

The main parameters of the crossbars which are studied using the crossbar circuits’
simulation are the power dissipation and the noise margin. The power dissipation is
calculated as the total power dissipated from the voltage supplies. The noise mar-
gin (NM) is calculated as the relative difference between the current reading of the
junction in the on and off states, as:

NM =
1

2
· Ion − Ioff
Ion + Ioff

, (2)

where Ion and Ioff are the current flowing through the accessed junction when it is
in the on-state and off-state, respectively.

Note that for all the crossbar circuit simulations presented in this paper, the
dimension of the junction is scaled down to 100×100 nm2. This is in order to provide
the expected results of the crossbar in the nano-scale, which is the target for a dense
integration.

2.2 Memristors

Memristors (resistive switches) were discovered by Chua in 1971 [17]. They are consid-
ered as the fourth lumped circuit element besides resistors, capacitors and inductors.
A memristor can be seen as a two terminal device whose resistance depends on the
history of current and voltage over the device. The IV characteristics show a hystere-
sis which is a direct indication of such memory effect. Recently, memristors were built
using transition metal oxides with highly doped oxygen vacancies in the upper part
which provide a relative high conductivity like that of semiconductors [18]. Neverthe-
less, the lower part is almost free of oxygen vacancies to keep the insulating property
of the oxide at this portion. This dominates a high resistance over the whole device.

On applying a threshold biasing voltage across the structure some vacancies from
the upper part will move to the lower part as well. Consequently, the overall resistance
across the structure will be reduced. Conversely, on applying a reverse threshold
voltage, the vacancies in the lower part will escape back again, whence the overall
resistance becomes high again [19].

Molecular junctions also showed very similar behavior of memristors [18, 20]. Such
memristor element can be incorporated into the crossbar architecture to provide the
storing elements. Hence, the state of the memristor being at high/low resistive state
would determine its logic state “0”/“1”.

2.3 Physical Cryptography

As mentioned in the introduction, physical cryptography is a recent form of cryptog-
raphy and security which explicitly exploits the hardware-intrinsic, nanometer-scale
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randomness in circuits and other devices. Two aspired goals are to avoid the storage
of secret keys in vulnerable hardware, and to evade the usual unproven computational
assumptions that are omnipresent in classical cryptography. There are a large number
of different concepts or so-called “primitives” within physical cryptography [21] [22],
with one central concept being so-called Physical Unclonable Functions (PUFs).

In general, a PUF is a (partly) disordered physical system S that can be chal-
lenged with so-called external stimuli or challenges Ci, upon which it reacts with
corresponding responses RCi

. These responses shall depend on the applied challenge
and on the structural disorder which is present in the PUF. It is usually assumed
that this small-scale disorder cannot be controlled or reproduced exactly, not even
by the PUF’s original manufacturer, and is unique to each PUF. Furthermore, the
responses are assumed to be stable upon multiple measurements. The dependence of
the PUF-responses on the disorder in the PUF is a notable feature; it is contrary
to the design of most digital electronic systems and circuits, in which the inevitable
manufacturing variations shall deliberately not affect the input-output behavior.

There are several subtypes of PUFs, each possessing its own security features
and applications; two extensive surveys are provided in [21, 22]. Two central PUF
types are Weak PUFs and Super High Information Content (SHIC) PUFs, whose
implementation via crossbars is going to be discussed in this paper.

Weak PUFs. Weak PUFs are the conceptually simplest form of PUFs. They may
have very few challenges — in the extreme case just one, fixed challenge. Their re-
sponse(s) RCi

are used to derive a standard digital secret key, which is subsequently
processed by the embedding system in the usual fashion, e.g., as a secret input for
some cryptoscheme. Contrary to SHIC PUFs (see below), the responses of a Weak
PUF are never meant to be given directly to the outside world. They are not freely
accessible for external parties once the device has been released to the field, but are
supposed to remain secret and inside the security system.

Weak PUFs thus are nothing else than a special type of non-volatile memory
(NVM). Their advantage is that they may be harder to read out invasively with re-
spect to NVM, due to their intrinsic disordered features. Furthermore, their responses
(from which the secret key is derived) may depend sensitively upon the state of the
surrounding layers in the hardware. This can provide Weak PUFs with some natural
form of tamper sensitivity: Removal and/or perforation of their surroundings usually
alters their response forever, which automatically disables recovering of the original
key by the attacker. Another advantage of Weak PUFs compared to NVM is that
they may save process steps during production, thus cutting on costs. They can also
be used for key storage in hardware systems which (for one reason or the other) do
not allow or contain NVMs.

One typical implementation example of a Weak PUFs is the so-called SRAM PUF
[23–25], in which the “random” binary content (0 or 1) of SRAM cells after power-up
is used as a source of random key bits. The content depends on random manufacturing
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variations and thus varies from cell to cell, but is relatively stable for each cell in many
power-ups. Moreover, simple semiconductor elements like diodes have been suggested
as Weak PUFs in [16, 26].

SHIC PUFs. A Super High Information Content PUF must contain a very large
amount of information or entropy, with typical values reaching up to 1010 bits of
information, and a correspondingly large number of possible challenges. The informa-
tion can only be read out only at an inherently limited, relatively slow rate (typical
values are around 102 − 104 bits per second). Even though the challenges of a SHIC
PUF can be applied and the responses can be read out freely by everyone who has got
physical access to the PUF, a full characterization in short time should be practically
infeasible due to the large number of possible challenges and the slow read-out speed.

More specifically, the properties of a SHIC PUF are as follows.

1. A SHIC PUF contains an extraordinarily high amount of response-relevant random
information and have a very high information density (values suggested in [15] are
1010 extractable bits contained in around 1 cm2).

2. The read-out speed of a SHIC PUF (i.e. the frequency by which it produces
responses) is limited to low values (typical values suggested in [15] are 102−104 bits
per second). This speed limitation should be an inherent property of the PUF’s
design and its physical properties. Faster read-out attempts should be impossible
or should overload and destroy the structure.

3. A SHIC PUF must have a very large number of challenges. Together with the slow
read-out speed, this shall prevent the full read-out/characterization of the PUF
in short time, even though the challenges and responses are freely accessible to an
adversary.

4. The challenge-response-pairs (CRPs) of a SHIC PUF are mutually independent,
i.e., the pairwise mutual information of any two responses of theirs is zero.

One natural application of SHIC PUFs are PUF-based identification schemes
(compare [27]). They are usually run between a central authority (CA) and a hard-
ware system carrying a (unique) SHIC PUF S. One assumes that the CA had earlier
access to S, and could establish a large, secret list of CRPs of S. Whenever the hard-
ware wants to identify itself to the CA at some later point in time, the CA selects
some CRPs at random from this list, and sends the challenges contained in these
CRPs to the hardware. The hardware applies these challenges to S, and sends the
obtained responses to the CA. If these responses match the pre-recorded responses in
the CRP-list, the CA believes the identity of the hardware.

One advantage of the above scheme is that it avoids the storage of secret digital
keys in (potentially vulnerable) NVM. Another upside is that it evades the usual
unproven assumptions (such as the assumed hardness of the factoring and discrete
logarithm problem) in the identification protocol. Finally, it exacerbates the need for
computationally costly execution of asymmetric cryptographic protocols in low-cost
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mobile devices. Other known applications of SHIC PUFs cover key establishment
(similar to the protocols in [27, 28] for Strong PUFs), authentication, as well as two-
player protocols like oblivious transfer [29]. It has been argued already in [15] that
SHIC PUFs can be constructed very well on the basis of large, monolithic crossbar
arrays. This approach is further developed in this paper.

Erasing and Re-Writing Information in PUFs. With the protocols and applications
of PUFs getting more complex, a recently emerging topic is if the value of a single
response can be erased from a PUF, or deliberately altered (“written”) into a PUF,
without altering any other responses [30]. This question arises as the same PUF may
be used in many protocols and possibly by many parties succesively. If a secret key
has been derived from PUF responses by two parties in an earlier protocol, they would
like to prevent that future holders of the PUF can derive the same key by reading out
the same responses. For the example of PUF-based session key exchange protocols,
this issue has been discussed in all detail in [30].

Unfortunately, it turns out that erasure of responses at a single CRP level is
difficult to achieve with many currently existing Strong PUF architectures (see [21, 22]
for an overview), in which many components interact and jointly generate a response:
In order to change one response, at least one component needs to be altered; but this
single new component will then change many responses, not just one. The situation
is different for crossbar-based SHIC PUFs and Weak PUFs, however, as we will argue
in this paper, since each response arises from an independent, spatially isolated cross
point.

3 Scalable Crossbar Arrays with Rectifying Junctions

Crossbars were initially suggested to be used with molecular junctions in order to
continue the scaling trends predicted by Moore’s law [31]. The array size scaling of this
approach was found to be limited, since the noise margin and the power dissipation
degrade rapidly with increasing the size due to sneak current paths [2, 11].

It was thus suggested to add a rectifying element in order to mitigate the crosstalk
and leakage paths between accessed and un-accessed cells. Implementing a molecular
rectifier is still a challenging research goal [32]. Hence, we consider here building a
crossbar with a 1D-1R junction, that is, a diode in series with a memristor. The state
of the memristor determines the value of the corresponding bit.

If a diode with excellent rectification ratio could be used, there would not be any
problem with the scaling of the size of the memory with respect to the power dissipa-
tion or the noise margin using the floating or reverse bias scheme. Although Silicon
diodes could provide such performance over other diodes. Nevertheless, Si processes
are not compatible with the transition metal oxides of standard memristors [33]. In
addition, the high temperature required for their fabrication prevents their integration
with CMOS in the post-processing steps.
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3.1 Crossbars with ZnO-based Schottky Junctions

In [34], ZnO-based Schottky junctions were used as the rectifying elements, in building
the crossbar, with NiO based-switching memory elements. It was suggested to use Ag
interface with the ZnO diode to provide a better performance [35]. A rectification ratio
of 108 was recorded using the mentioned diode structure at ±2 V [34]. Moreover, the
investigated NiO based memristor recorded an on/off ratio around 1000 [34]. Figure 5
shows the measuremental IV characteristics of the ZnO Schottky diode and the NiO
memristor, respectively. One of the main advantages of the investigated ZnO diode
and NiO memristor, is the low fabrication temperature around 100◦C.
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Fig. 5. Measurement data adopted from [34]. (a)The measurment of a typical J-V characteristics of a 6 × 6
µm2 ZnO Schottky diode which composed of (Ti-Au)/ZnO/Ag layers. (b)The measurement of a typical IV
characteristics of a 6 × 6 µm2 NiO memristor which composed of Au/NiO/Au layers

Assuming the floating bias scheme, the noise margin is reduced quadratically
with the increase in the size of the memory. This is because the values of the sneak
current mainly depends on the current through the reverse junctions demonstrated
in the circuit model. Thus, as the size of the memory increases the sneak currents
increase quadratically and they are added to the final reading current. As a result,
the noise margin is reduced. According to the simulation results, the memory size,
employing the floating scheme, would be limited to few Mbits due to the reduction in
the noise margin (see fig. 6a). Moreover, the power dissipation also increases almost
quadratically with the size of the memory, since the power dissipated in the sneak
paths is mainly dependent on the current through the reverse junctions.

After examining other schemes, it was found that the reverse biasing scheme pro-
vides the optimum performance for both the noise margin and power consumption.
Ideally, the noise margin, employing the reverse biasing scheme, should not be affected
by the memory size scaling since no sneak paths contribute in reading (see fig. 6b).
Regarding the power dissipation, it increases quadratically with the memory size but
at a little higher value compared to the floating bias because the complete voltage
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Fig. 6. (a)The effect of scaling the memory size, employing the floating scheme, on the noise margin and
the total power dispation. (b)The effect of scaling the memory size, employing the reverse bias scheme, on
the noise margin and the total power dissipation. The simulation is done using LTSpice on the model of an
isolated ZnO-based Schottky diode connected to NiO based-switching memory element.

is dropped over the reverse junctions which means higher off current values. Hence,
at N = 104 we shall have power dissipation of (108 · Ireverse) which is equal to the
power dissipated in the accessed cell, assuming rectification ratio of (= 108).Thus, a
100 Mbit memory could be built using this junction structure in the presence of power
constrain, yet unlimited size is still possible -from the noise margin point- if there is
no constrain are given on the power consumption.

External Resistances Effects The noise margin of the reverse biased scheme is kept
ideal because we assume a negligible resistance for the power supply and the current
measuring device. In reality the noise margin would also degrade with increasing
the memory size, since the reading current from the accessed cell is branched, when
the equivalent resistance of the reverse diodes is comparable to the resistance of
the measuring device. The effect of changing the value of the measuring device’s
resistance on limiting the maximum array size of the crossbar was investigated based
on a minimum noise margin of 0.35. It was found that for the measuring device’s
resistance of 10Ω, 100Ω, 1 KΩ and 10 KΩ, the maximum array sizes of the crossbar
are 1.15 · 105, 4 · 104, 1.5 · 104 and 104, respectively. These values depend also on
the technology scale, since as the devices scale down not only the diode’s current is
reduced but also thinner wires -higher resistances- would be acquired by the measuring
device. Hence, memory scaling is highly dependent on the layout of the crossbar and
its input/output circuitry.

Such resistances have almost no effect on the simulation of the floating scheme.
These resistances just reduce the voltage drop over the accessed junction, whence the
noise margin is barely affected.

One interesting point to note is that the total power dissipation is also affected
by the increase of the resistance value, since it limits the maximum current that can
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follow in the circuit. To illustrate that, assume we have resistance (R) connected
in series with parallel diodes. Regardless to the IV characteristic of the diodes, the
maximum current that can follow in such circuit would be smaller than (Vdd/R) if
almost the whole voltage drop is over the resistance. Hence, after certain increase in
the resistance, the power dissipation saturates but the noise margin is dramatically
affected.

3.2 Crossbars with ALILE Junctions

A crystallization process called Aluminum-Induced Layer Exchange (ALILE) provides
some interesting properties for the diodes built using it to be employed in crossbars
for physical cryptography applications. ALILE has been intensively investigated since
1990s [36]. It is a crystallization process for polycrystalline silicon where a substrate
of Aluminum/Aluminum-oxide/Amorphous silicon layer stack is annealed at high
temperatures. This results in a complete layer exchange between aluminum and silicon
layers. In addition, a random grain structure is generated because of the impurities
and the structural defects which act as crystallization regions [16]. In [16], it was
found that for a weakly doped wafer, the diodes produced with ALILE have high
rectification ratios reach up to 2 · 107. In addition, there is a high randomness in
the diodes characteristics due to the large grain sizes. This randomness significantly
increases with decreasing the diode’s dimensions. Normally, IC designers would like
to have fixed characteristics for the devices employed, yet in physical cryptography
applications, randomness is highly appreciable.

Figure 7a (adopted from [26]) shows the IV characteristic of 12 different diodes
within the same wafer. As can be noted the difference in the on-current spreads over
more than 2 orders of magnitude.

Unlike crossbar with ZnO Schottky junction, no memristor is employed to store
the value of each junction. The applications of crossbars with ALILE junctions are
discussed in the next section. Figure 7b shows the effect of scaling the crossbar size
on both the noise margin and the power dissipation using the reverse bias scheme.
As can be noted, similar results to that of the crossbar with ZnO Schottky diode,
are obtained. Nevertheless, there are some degradation in the noise margin, since the
rectification ratio of ALILE diode is less than that of the ZnO Schottky diode.

4 Crossbars as Physical Unclonable Functions

We will now discuss the application of crossbar arrays as Weak PUFs and SHIC PUFs,
respectively, as well as erasing and rewriting information in these PUFs on a single
CRP level.

4.1 Crossbar as Weak PUFs

It is suggestive to use one or more small-size crossbar arrays of ALILE diodes as
a Weak PUF [26]. Due to manufacturing variations, in particular due to random
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Fig. 7. (a)The IV characteristics for different diodes of the same dimensions 10×10µm2 and on the same
wafer fabricated with ALILE process, adopted from [26]. (b)The effect of scaling the memory size, employing
the reverse bias scheme, on the noise margin and the total power dissipation. Models of the ALILE diodes
with the highest and lowest forward current where employed as the on and off junctions, for simulating the
crossbar circuit.

crystallization phenomena in the ALILE process, each of these diodes has a random,
distinct current-voltage characteristic. This curve strongly varies from diode to diode
in up to four orders of magnitude, as shown in Fig. 7a. At the same time, the curve
of each single diode is very stable against aging and multiple measurement [16, 26].
Using appropriate error correction methods, a few bits (typically around three bits)
can be extracted reliably from each single diode [26]. The security of the diodes against
invasive read-outs seems relatively high. At the very least, the random structure and
disorder that determines the random IV curves is hidden inside the diodes at the
p-n-junction, where it seems hard to access without destroying the entire structure,
which would in itself render its characteristics unreadable and unrecoverable.

ZnO-based Schottky probably are not well suited as Weak PUFs, since the differ-
ences in fabrication from diode to diode presumably are not large enough.

Stability against Aging and Environmental Conditions. The described ALILE diodes
are known to be very stable against aging and multiple read-out [26, 16, 15]. However,
it is known that the IV characteristics of diodes in general depend on the temperature
(see fig. 8). In order to mitigate the stability problem that would arise due to this
temperature dependence, it was suggested to measure the intended diode character-
istic with respect to a reference diode [16], since the same temperature dependence is
expected for all diodes. Another solution would be a differential output reading which
is realized by measuring two different diodes at a time to express one bit value. If the
first diode has higher current reading, a stored bit equals to “1” is assumed otherwise
“0” is assumed. Furthermore, error correcting code (ECC) circuits are usually em-
ployed in the post-processing of the cryptography process in order to tolerate some
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Fig. 8. The temperature effect on stability. The figures are the IV characteristics of two models of diodes, at
temperature difference 100◦C. Assuming a measuring voltage=1.5 V and Ith=10−4 A, in case (a) the second
diode is assumed to be off, yet in case (b) it is read as on. If differential reading is employed, the current of
the first diode is higher in both temperatures. In addition, small variation in the measuring voltage would
still provide the correct result.

percentage of reading error. Thus, the crossbar with ALILE diodes could provide a
robust physical cryptography device.

Erasing and Rewriting Information. We now investigate if – and how – information
can be erased from Crossbar PUFs. Since the information is contained in the diode
current-voltage characteristics, any erasure operation must target the diodes, chang-
ing their IV -curves irreversibly. The “erasure operation” works as follows. A specific
diode in the crossbar array is chosen by selecting the corresponding bit and word lines
of the crossbar structure, similar to the read-out procedure for the crossbars. Then
a short voltage pulse of 4 V to 5 V is applied in reverse direction to the diode. This
induces a breakdown in the ALILE diode, which destroys the individual information
present in the IV curve, and makes all curves after erasure “standardized” and very
similar in shape.

This effect has been observed by us in all measured diodes; three illustrative ex-
amples for IV -curves before and after breakdown are shown in Fig. 9. While the large
variations in the original curves range over four orders of magnitude, there is little
individuality left after breakdown, and the curves after breakdown also differ strongly
from the original curves. Considering the development of the relative positions of the
curves over the full voltage range shows that not even the relative positioning of
the curves is preserved. In other words, the information in the curves is reliably and
irrecoverably erased.

The fact that the new curves are uncorrelated to the old ones is a consequence
of the physical effect behind the breakdown of the diodes. Our explanation of this
mechanism is the presence of a thin natural oxide film between the p- and n-layers,
effectively resulting in a p-i-n-structure. Such an additional i-layer would strongly
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Fig. 9. The curves of three exemplary diodes (red, blue and green) before and after breakdown, adopted
from [30]

reduce the tunneling current in reverse direction (as observed by us), which otherwise
had to be expected to be high due to the large hole carrier concentration in the
ALILE layers (up to 1019 cm−3) [16]. The assumption of an intermediate oxide layer
is further supported by the fact that diodes which were exposed to hydrofluoric acid
(HF) vapor prior to the deposition of the ALILE layers did not show comparable
rectification rates; the HF vapor is known to remove Si-oxide, leading to a destruction
of the possible p-i-n -structure [16]. The described voltage pulse in reverse direction
then simply burns and removes this i-layer.

4.2 Crossbars as SHIC PUFs

As mentioned previously, another physical cryptography application of large, scal-
able crossbar arrays are so-called SHIC PUFs. They can be implemented by using a
crossbar array whose junction are ALILE diodes. The high rectification rates of these
diodes of up to 2 · 107 allow very large and scalable crossbar arrays.

Transient Analysis and Slow Read-Out Speed. The transient properties of a crossbar-
based SHIC PUF are of paramount importance. In common memory applications of
crossbars, a high read-out speed is desirable: the faster, the better. This is not the
case for SHIC PUFs. One main property of SHIC PUFs is, in fact, that it should be
impossible to read the whole device content through (i.e., all CRPs) in short time. To
ensure this, the read-out of each bit needs to be slow, and it should be impossible for
adversaries to speed up the read-out procedure. Typically aspired read-out speeds of
SHIC PUFs should be around 102 to 104 per second.
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In general, the time constant for reading a single bit in a crossbar memory, with
reverse biasing for un-accessed word/bit lines, can be calculated as:

τ = (Rsupply +RwireW +RwireB +Rjunction) · (CW + CB + CinterW + CinterB) (3)

Rsupply is the resistance due to wiring to the supply voltage and the measuring
device, Rjunction is the junction resistance, RwireW and RwireB are the resistance due to
the accessed word and bit line respectively. CW and CB are the capacitance due to the
reverse bias junction connected to the accessed word and bit line respectively, hence
CW = CB = (N − 1) · Cjunction. CinterW and CinterB are the inter-wire capacitance
between the accessed word/bit line and the neighboring un-accessed word/bit lines,
respectively.

The employed technology scale determines the wire resistances which usually do
not contribute with large percentage in the overall resistance. Nevertheless, the wire
dimensions determine the value of the maximum current that can pass through the
wires in addition it has a great influence on Rsupply since connections to outer de-
coder/encoder circuits have to go down to this scale. For normal crossbar memories
application, the junction resistance should dominate the total resistance so that the
voltage drop is mostly over the active layer to reduce the power dissipation and the
reading time. However, in SHIC application the wires are suggested to force high
resistance for the Rsupply in order to provide slow reading [15]. Moreover, fuses may
be employed to limit the maximum current that can pass through the wires in order
to prevent parallel reading of different junctions.

Regarding the capacitances, in standard crossbar memory applications the junc-
tion capacitance is dominant, since a low k material is used to achieve small reading
time. To the contrary, in SHIC PUF applications high k materials would be employed
in order to intentionally slow down the read-out speed [15]. Some materials based on
NiO doped with Li/Al and Ti provide particularly high electric permittivity of up to
(εr ≈ 104 − 105) [37, 38]. Such materials would potentially be suited for SHIC PUFs,
even though their practical compatibility with standard crossbar processes still needs
to be investigated experimentally.

To give some rough estimation for the slow reading time value, assume 105 × 105

crossbar array is built in a nano-scale process. The overall resistance would be in the
range of several MΩ and the overall capacitance of the crossbar using the high k
material shall be in the range of several pF . Hence, we could end up with a reading
rate of about 1000 bit/sec. This would mean to read the whole 1010 bit memory, more
than 3 years of continuous reading is required. Hence, with this slow reading, crossbars
can be used to realize SHIC devices. Similarly, crossbars with the NiO memristor in
series with ZnO diode can be used to realize reconfigurable and erasable PUFs.

Security against Invasive and Modeling Attacks. It is interesting to examine which
attack possibilities remain for a well-equipped attacker on the described crossbar-
based SHIC PUFs. First of all, crossbar-based SHIC PUFs are naturally immune
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against so-called modeling attacks [39], which currently constitute the most dangerous
attacks on many known PUF architectures. In these attacks, an adversary collects a
large set of CRPs of a PUF, and then tries to extrapolate other PUF-CRPs from the
known CRPs. Modeling attacks are not applicable to any SHIC PUFs, however, since
their CRPs are all pairwise independent in an information theoretic sense.

Furthermore, under the provision that they operate at the desired low read-out
speeds, a full read-out of the SHIC PUF in short time is also impossible. A natural
option for an attacker would hence be to accelerate the read-out speed of a crossbar
SHIC PUF. However, this speed is not a property of an artificially slow access mod-
ule, which could potentially be cut off or circumvented. It is a transient property of
the design of a crossbar SHIC PUF itself. Any faster read-out would require higher
voltages, and they would hence overload and destroy the wires (see Section 4.2 and
[15]).

An alternative possibility might be to read out the value of the bits invasively or by
microscopic techniques, potentially allowing parallel read-out of the structure at many
crosspoints. However, the random and secret configuration of each diode is kept in the
inner layers of the device. This makes it difficult to access it without destryoing the
structure. Furthermore, invasive access to the wiring next to each crosspoints seems
extremely difficult, since the crossbars can be fabricated at the current resolution
limits of nanofabrication due to their very simple structure.

A final, rather hypothetic approach would be to replace or strengthen the cross-
point interconnects so that the crossbar wiring can survive high currents without
burning. This would allow faster read-out speeds. The approach could be realized
either by using thicker metal layer or using metal that has higher conductivity (e.g.
gold) to replace the thin interconnects. If fuses were used, a complete rerouting could
be employed to avoid the fuses and allow direct contacts. This attack would require
immense time and cost investment, and formidable nanofabrication capabilities. It
seems slightly fictional, especially if the crossbar was fabricated at the limits of cur-
rent nanofabrication methods. Nevertheless, even this approach can be thwarted if
the SHIC crossbar is fabricated in such a way that also the wires themselves have
unique and varying current-voltage characteristics, which affect the IV curves of the
diodes at the crosspoints. This has already been observed in [16].

Stability against Aging and Environmental Conditions. For crossbars with ALILE
diodes, the same arguments apply as in the corresponding paragraph of Section 4.1.
With respect to crossbars with NiO memristor in series with ZnO diode, the value
of each bit would depend only on the state of the memristor. This is normally stable
regardless to any environmental or electrical variation. This is because only high
threshold voltage would change the value of the bit, whence no accidental change is
expected to any of the memory bits without intention. Consequently, using a high
capacitive crossbar with rectifying junction, in general, can be used robustly for the
SHIC PUF applications.
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Erasing and Rewriting Information. ALILE-based SHIC PUFs allow an erasure of
operation according to the same principles as described in Section 4.1. However, the
rectification rates of the diodes after the erasure operation are strongly reduced, as
can be observed from Fig. 9. Another problem is that the on current of the diodes after
erasure is about equal to the off current of the diodes before erasure. The presence
of many “erased” diodes in the crossbar hence creates parasitic paths in the large,
monolithic crossbar arrays, diminishing their read-out accuracy and functionality.
The described method hence is only suited for a limited number of erasure operations
within the PUF.

In order to allow a SHIC-like PUF that allows an arbitrary number of erase and
write operations, crossbars based on NiO with ZnO Schottky diodes can be used. The
diodes in such a material system do not show large fabrication variations, and the
content of all cells after fabrication is zero. Nevertheless, one could assume that each
SHIC-like PUF is defined by a comparably small set of random bits (say 104 − 106

bits), which are spread randomly by write operations within the huge memory. Only
these valid bits would be known and written by the CA in the example identification
protocol of Section 2.3. After reading any of these valid bits, it would be is possible
to erase this bit by rewriting another value to it without affecting the remaining bits.
Note that a complete reconfiguration of all bits would not possible in our case due to
the inherited slow writing.

5 Conclusion

In this paper, we investigated crossbar arrays and their use as physical unclonable
functions (PUFs) in the field of physical cryptography. We started by giving some
background on crossbar arrays, memristors and physical cryptography. We then pre-
sented general approximated circuits equivalent for different biasing schemes of cross-
bar arrays. These circuits allowed the computationally efficient simulation of crossbar
arrays of large sizes. Afterwards, real measurement results for low-cost, highly recti-
fying junctions required for scalable crossbar arrays were given. The effect of scaling
the crossbar size, on both the noise margin and the power dissipation, was investi-
gated for different biasing schemes based on the real device measurements. Finally,
we argued that crossbar arrays are good candidate for different physical cryptog-
raphy applications. We suggested that small arrays of ALILE diodes can be used as
Weak PUFs, and that very large, monolithic crossbars with ALILE or ZnO diodes are
suited as SHIC PUFs. We further addressed if and how single responses can be erased
or deliberately changed (“re-written”) in crossbar PUFs. Such erasure or re-writing
can become necessary in several PUF-based protocols in order to make previously
exploited CRP information inaccessible for future holders of the PUF.

Our work builds an interesting bridge between two recently emerging and strongly
developing scientific fields, nanocircuits on the one hand and cryptography and se-
curity on the other hand. We expect that many other nanotechnologies could, in
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principle, be used advantageously in cryptography and security applications. The
necessary requirements in security applications (such as slow read-out speed or max-
imal fabrication variation) may even lead to new, fascinating design parameters for
nanoscientists, making the mutual transfer of concepts beneficial for both disciplines.
We therefore expect strong activity in this interdisciplinary field in the upcoming
years.
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