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Abstract The explicit utilization of physical disorder and of random, micro- and
nanoscale phenomena is a recently emerging trend in hardware security. The as-
sociated fields of research could be termed disorder-based security or also nano-
security. In this chapter, we give a high-level introduction and an overview of this
arising area. We start by discussing the motivation for alternative approaches in
hardware security, which mainly lies in the current uses and vulnerabilities of clas-
sical secret keys stored in non-volatile memory (NVM). This is followed by a brief
description of the phenomenon of physical disorder and its useful features.
Subsequently, readers are introduced gently and inductively to the main concepts
in the area via a number of concrete application examples. We show how disorder-
based methods can avoid the long-term presence of key material in vulnerable sys-
tems, allow the derivation of keys in hardware without non-volatile memory, and
sometimes even evade the need for any security-critical information in hardware at
all. Towards the end, the chapter takes a broader perspective of the field. We illus-
trating its history from its first presence in patent writings in the 1960s over the
privotal role of physical unclonable functions (PUFs) from the 2000s onwards to its
current state. The aim of the chapter is to provide an introduction and overview of
the area, and to spark and guide future research activities in the field.

1 General Context

The need to protect sensitive information is probably as old as the arts of writing or
drawing themselves. Cryptography could therefore be considered with some right
as one of the oldest technical disciplines. We owe several of the earliest documented
examples to the Greek historian Herodotus, who describes an ancient case of a
steganographic technique in the conflict between Persia and Greece around 500 BC:
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In order to communicate sensitive information, the Greek tyrant Histiaeus shaved
the head of a slave and tattoed a confidential message onto the scalp. Once the hair
had re-grown, the slave could serve as a secret message carrier, passing adversarial
territory unrecognizedly [23]. Herodotus also reports that around the same time, the
Spartans encoded their military messages by use of a wooden stick of a well-defined
diameter. A leather belt was wrapped around the stick, and the message was written
across the bends. Without the stick, the symbols appeared randomly distributed over
the belt; but by winding it around a stick with the same diameter, the message could
be recovered [159]. Said two techniques are, to our knowledge, the first documented
methods that explicitly use physical and even biological phenomena for information
protection. Nothing else holds for the newly emerging fields of “disorder-based se-
curity” or “nano-security” that we discuss in this chapter — albeit the focus is now
on physical phenomena at much smaller length scales, and on the explicit utilization
of physical disorder and randomness at the micro- and nanoscale.

This chapter provides a first introduction and overview of these recent and fast-
moving areas. It starts in Section Section 2 by motivating why alternative ap-
proaches in security are useful and on some occasions even necessary. It subse-
quently discusses the general phenomenon of physical disorder and its useful in a
security context in Section 3, and then provides readers with three central appli-
cation examples in Section 4. We thereby didactically take a inductive approach,
trying to introduce readers to the central concepts in the area by virtue of the exam-
ples. The concrete advantages of disorder-based methods with hindsight to secret
keys are subsumed in Section 5. The next Section 6 then takes a broader perspec-
tive of the field, explaining its (surprisingly old) history in patents and scientific
writings. We conclude by a summary in Section 7.

2 Motivation, Or: Why Investigate Alternative Approaches?

Why should one investigate alternative approaches to hardware security? Why
should alternatives to storing secret keys in non-volatile memory cells (NVMs) be
sought? Two main reasons are discussed below.

2.1 Hardware Vulnerabilities of Secret Keys

In agreement with Kerckhoffs’ principle [61], most current cryptographic and se-
curity methods rest on the concept of a secret key. This forces security hardware to
permanently store a bit string that is unknown to the adversary. This requirement
can be unexpectedly difficult to realize in practice: On the physical level, invasive
techniques, semi-invasive methods and side channel attacks can be used to extract
valuable key information [2]. On the software side, malware like Trojan horses or
viruses may read out and transfer keys, even without the notice of users [2].
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Three aspects play into the hands of attackers in this context. First, keys stored
in non-volatile memory (NVM) are permanently present in the hardware system in
a relatively easily accessible digital form [2]. What makes things worse, the perma-
nent storage can even leave traces in the memory that allow recoverage of the key
after it has been erased [49, 145, 160]. Second, keys are mostly strings with high en-
tropy, allowing their identification within other, less entropic data in computer mem-
ory relatively easily [138]. Finally, the requirement that modern hardware should be
lightweight, mobile, and inexpensive often leaves little room for sophisticated key
protection. Functionality and cost aspects dominate security requirements in many
commercial scenarios [2].

Ron Rivest accurately subsumed the situation in a keynote talk at Crypto 2011 by
commenting that “calling a bit string a secret key does not make it secret, but rather
identifies it as an interesting target for the adversary” [103]. This makes effective
key protecting mechanisms — or better still: methods to entirely avoid clasiscal
secret keys in vulnerable hardware — an important research topic.

2.2 Practicality and Cost Aspects

There is one second issue of classical methods. As R. Pappu et al. put it in their sem-
inal article on Physical One-Way Functions in SCIENCE MAGAZINE [97]: “Cryp-
tosystems don’t protect information if they’re not used.” Indeed, the classic im-
plementation of secret key schemes in hardware makes two implicit assumptions:
Firstly, that the security hardware contains non-volatile memory (NVM) cells, in
which the key can be stored. Secondly, that it has sufficient computational capaci-
ties to implement the cryptographic schemes which process the key.

Both assumptions are not met in certain situations. To start with, not all security-
relevant hardware contains NVM cells. This includes central processing units (CPUs),
several types of field programmable gate arrays (FPGAs), certain lightweight secu-
rity systems, etc. If the keys are stored in a second, accompanying piece of hardware
(for example the computer’s hard disk), the transfer of the key to units where the key
is needed (CPU, FPGA, etc.) creates an explicit attack point. This is obviously dis-
advantageous — a self-contained security solution would be preferrable.

Secondly, in several very low-cost scenarios, the security hardware does not pos-
sess extensive computational capacities. As an example, consider the forgery-proof
tagging or “labeling” of valuable objects, such as branded products, electronic com-
ponents, valuable documents, and the like. There is no computational capacity in a
Rolex watch, a Nike shirt, or a paper document. Adding such capacity by RFID tags
may be too expensive, apart from the obvious privacy problems it creates. Still, as
pointed out by Kirovski, 7% to 10% of the world trade consists of forged products,
causing an overall economic loss of the order of hundreds of billions of dollars [65].

The example illustrates the existence of highly relevant security problems that
are difficult to address by standard techniques.
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3 The Phenomenon of Physical Disorder and Its Usefulness

The discussion of the last section motivates the search for other methods. This chap-
ter indeed provides an overview of an alternative approach that has emerged over the
last decade(s), so-called “disorder-based security” or “nano-security”. This area
explores how small-scale, random physical disorder and hadware imperfections can
be exploited advantageously in security and cryptography. 1 Said physical disor-
der is actually omnipresent in our everyday world: Essentially all physical systems
exhibit it intrinsically and “for free” on small enough length scales.

Fig. 1 Microscopic images of ordinary paper (upper left) [35], a cross section through Apple’s
recent A5 chip of 2011 [36], showing its transistors (upper right), the information-carrying lands
and pits of an ordinary CD (bottom left) [37], and unfixed and uncoated passion flower pollens
(bottom right) [38].

Four illustrating examples are given in Figure 1: Firstly, the microscopic structure
of customary paper shows strong, three-dimensional irregularities in its interwo-
ven “paper fibers”. Also modern integrated circuits exhibit complex manufacturing

1 This focus distinguishes the area from other, well-known and non-standard approaches in crypto
and security, such as quantum cryptography [8], noise-based crypto [24], or the bounded storage
model [87, 5].
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variations. These do not affect their digital functionality, but still notably influence
their exact analog properties, for example the runtime delays in their individual
components. Thirdly, even digital storage media such as compact discs are subject
to imperfections, for example in the exact shape and length of their information-
carrying indentations. The deviations are too small to affect the stored content, but
still constitute a unique sub-structure of each disc. Finally, many natural structures,
such as the pollens of the passion flower, show fascinating irregularities, too.

What makes physical disorder useful in cryptographic and security applications?
At least four particular and distinctive features can be identified, which are discussed
below.

Omnipresence.

As already emphasized, essentially all physical objects exhibit a certain amount of
random disorder at sufficiently small length scales. 2 This phenomenon is not limited
to the examples of Figure 1. Readers may take a short virtual tour through their
offices: Any chairs, tables, walls, windows, pens, etc. exhibit small-scale disorder
and imperfections, be it due to their production process, wear and tear, or both.

In fact, it is very difficult to imagine a macroscopic system or production process
that is disorder-free. Usually, this is regarded as disadvantageous, for example in the
context of semiconductor fabrication or nanofabrication. The approaches presented
in this thesis turn the inevitability of disorder into an advantage, though, exploiting
it for hardware identification, secret key derivation, and other security applications.

Hard to Clone.

A second central feature of physical disorder is that it is infeasible to perfectly clone
it with current fabrication technology.3 This is often referred to as (physical) “un-
clonability” in the literature [97, 42] and in this thesis. Interestingly, the unclonabil-
ity of a system may still hold even if its entire structure is known down to every
single atom to an attacker. Note that in the physical world, knowing the structure
of a system and rebuilding it accurately are two different things. Consider the pa-
per surface as of Figure 1 as an example: Even if the exact position of all paper
fibers would be known, it would still remain prohibitively difficult to refabricate it

2 The only macroscopic or mesoscopic counterexamples known to the author are highly regular
crystal structures, but even they can exhibit defects or surface roughness. In addition, there are
certain microscopic objects like photons or electrons which appear to be the same for every spec-
imen (compare [161] for an amusing assessment of the simlarities of all electrons by two great
physicists). But such microscopic objects or even elementary particles are not our topic in this
thesis.
3 Please note that this type of unclonability differs from another well-known type of unclonability,
namely quantum unclonability. The latter is based on inherent features of quantum mechanics,
the former on the technological limitations of available two- and three-dimensional fabrication
techniques.
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perfectly. This physical feature stands in sharp contrast to the conditions in a mathe-
matical or Turing machine world: If you know a bitstring exactly, it is trivial to copy
it with perfect accuracy. The underlying physical phenomenon could be termed (re-)
fabrication complexity, in analogy to the well-known term computational complex-
ity that underlies mathematical cryptography.

Hard to Fully Characterize.

Disordered systems can possess a very large entropy or random information con-
tent. As an example, consider the random information contained in the random mi-
croscopic structure of a A4-sized sheet of paper (see again Fig. 1). It is infeasible
to completely measure (i.e., to “characterize” in physical parlance) this informa-
tion with current technology in short time. At the same time, the generation of this
disorder is very inexpensive, occuring as a natural byproduct in the fabrication pro-
cess. This points to a certain asymmetry in the physical world between generating
randomness and measuring it. Again, this asymmetry has no direct analog in the
Turing world: On a Turing machine, reading a bit from the tape and generating a
random bit on the tape take essentially the same effort. The associated physical phe-
nomenon could be termed measurement complexity or characterization complexity,
again analog to the well-known computational complexity.

Hard to Simulate on a Turing Machine.

Simulating the input-output behavior of complex, disordered physical structures on
a Turing machine can be laborious. A straightforward example are the interference
patterns created by disordered optical systems upon laser illumination (see [96, 97]
and Section 4.3), but also electrical and quantum systems with similar properties
exist [107, 108, 7, 25, 40, 31]. One reason for the observed simulation overheads
are the inherently parallel and analog interactions in solid state systems. They are
usually expensive to emulate on digital, sequential computers. This usually makes
the digital simulation of a given physical system notably slower than the systems’
real-time behavior, and can even render such simulation practically infeasible at all
(compare [40]). The associated phenomenon could be called the simulation com-
plexity of physical structures. Interestingly, the presence of disorder is no necessary
prerequisite of simulation complexity, since also quantum systems may be hard to
emulate. But in the classical physical systems that are considered in this chapter, the
occurence of complex disorder usually increases the simulation overhead.

Similar to our above discussion, the phenomenon of simulation complexity has
no direct counterpart in mathematical cryptography. In our sense, it can only emerge
when two different worlds, like the physical and the Turing world, and their “com-
putational speeds” are compared to each other. 4

4 It is interesting to comment that any physical action can in principle be interpreted as a compu-
tation and, vice versa, that computation can be understood as an inherently physical process. This
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Simulation complexity can be utilized in different ways: Firstly, it may render
the simulation of certain disordered structures too complex to be practically feasible
at all (compare Pappu et al. [97] and Section 4.3). Secondly, simulation may be
possible in practice, but notably more time consuming than the real-world behavior
of the disordered structure. The latter is explicitly exploited by the recently emerging
primitives of “SIMPL systems” [107] and “Public PUFs” [7].

Utilization of Physical Disorder.

Given the above discussion, it seems almost straightforward to exploit physical dis-
order in a security context. Just to name two examples: Why not derive unforge-
able “fingerprints” for all everyday objects, valuable products, and security items
from their individual surfaces? Why not straightforwardly derive internal secret keys
from the individual disorder that is present in every piece of silicon hardware, and
identify this hardware via this key? However, as common in scientific research, the
problems and scientific challenges lie in the details. Certainly all everyday objects
exhibit disorder on small length scales, ultimately when being scanned with an (ex-
pensive) atomic force microscope. But which features can be measured particularly
inexpensively, are stable over time, and are still most difficult to forge or imitate?
Which nanostructures and materials lead to particularly secure and practical finger-
prints? How can honest users know the “correct” fingerprints of authentic objects,
as opposed to the fingerprints of unauthentic objects? Etc.

Around these questions, a rich research landscape has emerged within the last
years [84, 111]. It spans from nanophysics and electrical engineering to theoretical
computer science and mathematics, and is concerned with implementational ques-
tions as well as with the theory behind disorder-based security. Some main examples
are discussed throughout the rest of this book chapter.

4 Examples of Disorder-Based Security Methods and Hardware

We will now illustrate the usability of physical disorder by three concrete examples.
We thereby take a inductive didactical approach, introducing readers to the main
paradigms of the area by virtue of these examples. Our discussion also details the
concrete security advantages of the examples over classical techniques.

view has been expressed by Deutsch and others [31, 32, 146], and, in a non-scientific context, even
a few years before Deutsch by novelist Douglas Adams [1]. In this sense, it appears legitimate to
talk about “computational speed” also when one is actually referring to physical interactions, as
we do above.
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4.1 Certificates of Authenticity from Paper Irregularities

According to Kirovski [65], it is estimated that 7% to 8% of world trade, 10% of
the pharmaceutical market, and 36% of the software market consist of counterfeit
products, causing a loss of hundreds of billions of US-Dollars every year [65]. This
calls for inexpensive and effective methods that verify the authenticity of products
and other objects of value. Ideally, one would like to set up a system where certain
“certification authorities”, for example product manufacturers or state authorities,
can create unforgeable “certificates of authenticity (COAs)” for valuable objects
[65]. The COAs should be machine readable, and should be verifiable by a large
number of widespread “testing devices” [65]. Ideally, but not necessarily, the latter
might be handheld and owned by security-aware consumers themselves.

Since paper is a very widespread material, it seems suggestive to utilize the
random and unclonable structure of paper in this context (compare Figure 1).
Recall that the latter induces an individual fingerprint of any paper medium, in-
cluding paper documents, paper packages, and paper banknotes. Approaches in
this direction have indeed been suggested by a number of researchers in the past
[47, 50, 144, 13, 65]. We describe their technique by the example of paper ban-
knotes below.

Protocol 1: CERTIFICATES OF AUTHENTICITY (COAS) FOR PAPER BAN-
KNOTES

Set-Up Assumptions:

1. The banknote manufacturer (BM) holds a secret signing key SK from some cryp-
tographic digital signature scheme.

2. All testing devices (TDs) hold the public verification key VK that corresponds to
SK.

3. The BM has implemented a physical method to measure the random structure
of a given paper surface. The method produces a compact digital strong UF(S)
describing the structure. 5

4. All TDs have implemented a similar method and can reproduce the measurement
results of the BM in a reliable fashion. I.e., given the same piece of paper S as
the BM, each TD will derive the same description UF(S), within some error
thresholds.
This presumes that the measured paper features are sufficently stable against
wear-and-tear and aging.

COA Generation:

1. The BM fabricates a paper banknote. It measures the random paper structure in
a selected, marked subregion S of the banknote, producing a digital string UF(S)
that describes the structure.

5 One advantageous approach is shining a laser beam at the structure and measuring the resulting
reflective interference pattern [13], but there are also other suitable techniques [101, 102, 50].
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2. The BM creates a digital signature DigSigSK(UF(S), I), and prints the informa-
tion

UF(S), I, DigSigSK(UF(S), I)

onto the bank note, for example via a two-dimensional barcode.
Thereby I can be an arbitrary accompanying information, for example the ban-
knote’s value, its printing date and place, etc.

The unit consisting of an unclonable physical structure S, a digital string UF(S) that
describes the unclonable features of S, and a digital signature DigSigSK(UF(S), I),
is then termed a “COA” in our sense [65].

COA Verification:

1. The TD reads the information UF(S), I, DigSigSK(UF(S), I) from the banknote.
2. The TD verifies the validity of the digital signature DigSigSK(UF(S), I) by use of

its verification key VK.
3. The TD measures the random paper structure of the banknote, and checks if the

results match the information UF(S) printed on the banknote, again within some
error thresholds.

4. If the tests in step 2 and 3 are passed, the TD regards the banknote as genuine.

4.1.1 Security Discussion

The above scheme is secure under the following assumptions:

• The adversary cannot gain access to the secret signing key stored at the manu-
facturer.

• The digital signature scheme is secure.
• The adversary cannot clone the paper structure, i.e., he cannot fabricate any phys-

ical system that “looks” like the original paper within the accuracy limits of the
applied measurement method.

All of these assumptions are also necessary: If the adversary has access to the
signing key, he can create COAs by himself. The same holds if the digital signature
scheme is insecure, and if the adverary can forge signatures for any given plaintext.
Thirdly, If the adversary can clone the paper in the above sense, he can fake notes
by (i) copying the paper structure of a given banknote, and by (ii) using the very
same digital signature from this note on the new, forged note.

4.1.2 Potential Advantages

What are the advantages and disadvantages of the above approach? One notable
upside lies in the way it treats secret keys. Astonishingly, there is no secret key or
other security-critical secret information on the banknotes/COAs. One could allow
an adversary to inspect every atom of the banknote, and still the COAs could not
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be forged: Recall that knowing the paper structure and physically reproducing it are
two different things. Even the testing devices do not need to contain any security-
critical information, since the adversary does not benefit from learning the public
key. Both features particularly shine in applications where adversaries can easily
gain long-term access the COAs (including banknotes), or whenever there are many,
widespread testing devices.

The only secret key of the scheme is in the hands of the manufacturer, where it
can usually be very well protected. In a scenario with many decentral fabrication
sites, all of which need to generate COAs, the digital signatures could even be cre-
ated centrally by one authority, and later be distributed to the sites. This keeps the
number of places where a secret key needs to be protected down to one. Without
going into the details, we remark that such a key distribution structure could be well
applied in the context of gray-market IC overproduction, in particular whenever
IC fabrication is outsourced. While the design is given to external manufacturers
abroad, the certificatation process and signing key remains under the full control of
the IP owner.

There is a third noteworthy security upside. Standard security features of ban-
knotes can be mass produced by the right printing equipment. In other words, the
technology to produce many identifical specimen exists already; if the adversary
gains access to it, he will succeed. To the contrary, currently no fabrication technol-
ogy is known that could exactly clone the complex, three-dimensional structure of
paper. Even if developed some day, it would likely not immediately lend itself to
cost-efficient mass fabrication. This creates an extra security margin against fraud-
sters.

But can digital signatures provide the long-term security required in banknotes?
Recall that schemes with fixed key length may become insecure after a few decades
[14]. However, there are a few counterarguments and countermeasures to this ob-
jection. Firstly, banknotes are steadily exchanged in relatively short intervals. Ac-
cording to information by the Deutsche Bundesbank and Giesecke&Devrient [125],
for example, all German banknotes are exchanged every one to five years. The
newly printed notes could use longer signature keylengths, steadily adjusting se-
curity. Similar considerations hold for archival uses of COAs where long-term se-
curity is a necessity, such as birth certificates: The digital signatures could be “re-
freshed” by techniques well-known in the community [151]. Finally, careful choice
of keylengths and elliptic curve schemes may already in itself provide strong long-
term guarantees, as detailed in [74].

While the approach offers strong security advantages as detailed above, the cost
and practicality aspects are rather mixed. On the upside, it becomes unnecessary
to attach dedicated labels to the banknotes, creating some cost advantages. On the
other hand, extra costs in the production process are generated: The random paper
structure needs to be measured, the signature must be generated, and information
has to be printed on the notes. Furthermore, verification potentially requires a costly
measurement device: Depending on the exact measurement technique, one may be
forced to position the banknote very accuractely in order to re-generate the original
measurement value.
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4.1.3 Variants

The above COA-technique based on digital signatures and unclonable structures
has manifold variations. Firstly, one can attach dedicated, tailor-made unclonable
structures (“labels”) to the valuable objects, instead of exploiting intrinsic features
of the objects themselves. This partly creates extra cost. But at the same time, it
can increase unforgeability, and may make the measurement process more efficient
and inexpensive. Various unclonable structures have been suggested to this end (see,
e.g., [13, 18, 63, 64, 28, 157, 51, 141, 20, 22], and references therein).

Secondly, COAs can be used for content protection [157, 51, 58, 47]. The key ob-
servation here is that storage media may have random, unclonable features, too. For
example, the small-scale structure S of the lands and pits of a CD is subject to man-
ufacturing variations, and thus exhibits unique features UF(S) [157, 51]. Creating
a digital signature DigSigSK(UF(S), I), where I contains a hash value of the digi-
tal content stored on the CD, links this very content to its unique storage medium,
thus certifying it. Copying the content onto another data carrier invalidates this cer-
tificate. Similar considerations hold for content printed on paper, such as business
contracts, as discussed in [47, 20, 141].

4.2 Secret Cryptographic Keys from SRAM Power-Up States

Secret keys are at the heart of most modern cryptographic and security schemes. But
as already mentioned earlier, storing them in hardware can be non-trivial: Concern-
ing security aspect, powerful attacks have been developed, ranging from invasive to
side channel techniques [2]. On the cost/practicality side, NVM is not present in ev-
ery hardware system. Even if it is, sophisticated key protection measures sometimes
cannot be implemented due to cost constraints.

An alternative approach, which can potentially improve both on security and
practicality, is to exploit hardware-internal disorder and manufacturing variations as
a secret key source. One prominent example are SRAM cells: Upon power-up of the
cells, each cell contains either a zero or one, depending on the random manufactur-
ing variations present in the cell [55, 56, 48]. The power-up states are relatively well
repeatable upon multiple power-ups for each single cell, but they statistically vary
from cell to cell in an SRAM array. The k cells in an SRAM array thus together
create an individual power-up state “fingerprint”, allowing derivation of an individ-
ual key. In the parlance of the field, an SRAM cell can act as a so-called “physical
unclonable function” or “PUF”, leading to the widespread terminology “SRAM
PUF” for the above phenomenon [48].

Since there must not be a single bit flip in the derived secret key, error correction
is vital — the states are relatively, but not perfectly stable over repeated power-
ups. Most techniques have in common that some public, non-secret “helper data”
or “error-correcting data” is provided to the hardware system, allowing derivation
of a stable key from the noisy power-up states [48]. It is interesting to observe that
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this merely shifts the problem of storing data permanently: Instead of a binary key,
now the helper data needs to be stored permanently. One difference is, though, that
the helper data can be constructed not to leak any knowledge in an information-
theoretic sense about the secret key. It can hence be stored publicly, and is provided
to the hardware whenever key derivation is necessary. Whilst this approach creates
a certain time and communication overhead, its security and practicality benefits
dominate in certain settings.

One exemplary application scenario, which we describe in greater detail below,
is the protection of intellectual property (IP) in the context of FPGA designs [48].
Many FPGA types do not contain non-volatile memory cells and hence cannot store
application designs permanently [48]. The designs are thus stored externally and up-
loaded onto the FPGA when needed. Fraudsters can intercept the upload bitstream
and learn the designs, which often represent a very substantial IP value. The lack of
NVM prevents classical secret keys on the FPGA. At the same time, SRAM cells
are present on many FPGAs. This enables IP protection schemes between the manu-
facturer, the FPGA, and an external memory device storing the design [48]. We give
one basic example of such a scheme below [48]; other, more involved techniques
are described in the same reference [48].

Protocol 2: IP PROTECTION OF FPGA DESIGNS VIA SRAM PUFS [48]

Set-Up Assumptions:

1. The scheme involves four parties: The IP provider (IPP); a system integrator
or designer (SYS); the FPGA-manufacturer (HWM); and a trusted third party
(TPP).

2. The communication channels between HWM and TTP, and between TTP and
IPP, are authenticated and confidential.

3. The TTP and the HWM are fully trusted.
4. The HWM can disable access to the SRAM cells after reading them out in the

enrollment phase (for example by blowing some fuses). No one can access the
cells anymore after this operation, including adversaries.

5. For simplicity of exposition, we do not explicitly deal with error correction in
this protocol. In practice, error correcting helper data does need to be used to
obtain stable responses. 6

Initialization Phase (aka “Enrollment Protocol” [48]):

1. The HWM associates an IDHW to a given FPGA. It reads out different sets of
SRAM-power up states R1, . . . , Rn of this FPGA.

2. The HWM disables external access to those SRAM-cells that have provided the
above response R1, . . . , Rk. Internal access for the FPGA itself to these cells
must remain intact.

6 Following a convention stipulated in [48], readers may interpret the protocol in such a way that
Ci denotes the PUF challenge and the corresponding helper data required to reconstruct the PUF
response Ri from a noisy version R′

i.
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3. The HWM sends
IDHW, R1, . . . , Rn

to the TTP.

IP Authentication Protocol:

1. SYS sends
IDSW, IDHW

to TTP, indicating which software IDSW shall be utilized on which FPGA hard-
ware IDHW.

2. The TTP sends IDSW to the IPP, and the IPP returns the software SW to the TTP.
3. The TTP encrypts the software with the key Ri, creating a value

D = EncRi(SW, IDSW).

4. The TTP sends the message

Ci, Cj , D,MACRj (Ci, Cj , D)

to SYS.

Design Upload and Decryption on the FPGA:

1. The FPGA uploads the encrypted bitstream created by SYS, which is stored in a
(non-confidential) storage medium accompanying the FPGA.
The bistream potentially contains k encrypted and authenticated software blocks
of the above form

Ck
i , C

k
j , D

k,MACRk
j
(Ck

i , C
k
j , D

k).

2. For each k, the FPGA internally reproduces the responses Rk
i and Rk

j by access-
ing and measuring the respective SRAM cells.
(Please note again that in practice, error correcting helper data must be used to
this end, which must be provided from and external non-volatile, but not confi-
dential storage medium. In the case of FPGAs, the same medium can be used
that stores the encrypted upload bitstream.)
The FPGA decrypts the bitstream and verifies the authentication.

3. The FPGA is configured by the decrypted bitstream.

4.2.1 Security Discussion

We partly follow [48] in our discussion below. The protocol achieves confidentiality
and integrity of the IP (i.e., software blocks) only under the following assumptions,
among others: (i) The TTP and the HWM are trusted; (ii) the mutual communica-
tion channels TTP-HWM and TTP-IPP are confidential and authenticated; and (iii)
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no one can externally read-out the responses Ri and Rj after access to them has
been disabled by the HWM, while the FPGA itself can still access the responses
internally.

These are relatively significant assumptions. In particular, hypothesis (iii) is at
the least in part comparable to the standard assumption that a classical key cannot
be read-out by the adversary. This observation questions the effective security gain
of the above SRAM PUF approach in high-end scenarios and against well-equipped
adversaries. Indeed, recent invasive attacks on SRAM PUFs [92] have been able to
read-out these responses and to derive the corresponding keys. This shows that the
main advantage of the above scheme lies in providing a medium level of security in
an hardware enviroment without NVM, where usually no encryption could be used
at all. The scheme also promises to be more secure against not well equipped ad-
versaries than classical NVMs, since the SRAM responses are present in the system
only when the cells are powered up. They can hence be read-out only during limited
periods of time, and while the chip is still functional, e.g., while it has a working
power supply.

In general, the scheme is structured like a classical secret key scheme, with the
only exception that the key is “stored” in a different fashion. This implies that the
implementation of the decryption algorithm which deciphers D and recovers SW
on the FPGA must be secured against any classical hardware attacks, similar as in
a classical secret key based scheme. No security gain is achieved in this particular
aspect by the above SRAM PUF approach.

Finally, please note that since the TTP is trusted, it does not matter that it learns
the IP during the protocol. We once more stress that the required error correcting
helper data must be stored externally in a non-volatile fashion, but that this storage
needs not be secret [48]. In the case of FPGAs without NVMs, this external storage
poses no strong additional requirement, as the FPGA designs would need to be
stored externally in any case. In other applications, however, it may constitute a
substantial practical issue. Further aspects are discussed in [48, 92].

4.2.2 Potential Advantages

The main advantage of the above scheme is that it enables security (and encryption)
in an environment without NVM. Without using SRAM cells as key source, no en-
cryption would be possible at all. This could be regarded as a practicality advantage
or as a security advantage, depending on personal taste.

It has also been argued that the use of SRAM PUFs brings about general security
advantages in comparison with NVM cells, i.e., even in comparison with systems
that do possess NVM. Such claims require further analysis, we believe. It is true that
SRAM cells allow to derive a key only whenever it is needed within the hardware.
This means that the key is not present permanently in the hardware, as in the case
of NVMs. On the other hand, invasive or other access to the SRAM cells [92] (or
similar PUFs [90]) allows derivation of the key just as in the case of NVMs. Fur-
thermore, also cloning of SRAM PUFs has been reported recently [52]. Overall, we
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recommend that the exact security gains of using SRAM PUFs over NVMs should
be analyzed separately and carefully for any given practical applications.

4.2.3 Variants

One potential drawback of the scheme is that every communication runs over
the TTP. As described in [48], this can be resolved as follows: The TTP for-
wards many pairs (Ci, Ri), (Cj , Rj) to one or several IPPs, where these pairs are
stored. Whenever necessary, an IPP sends Ci, Cj , D, MACRj (Ci, Cj , D), where
D = EncRi

(SW, IDSW), to SYS. In this approach, no authenticated or secure chan-
nel between IPP and SYS is required. We also remark that it is possible to develop
other protocols in which the TTP does not have direct access to the IP and SW;
interested readers are referred to [48].

There is a second security use of the power-up states of SRAM cells that should
not go unmentioned: Holcomb et al. show that those SRAM cells whose power-up
states are unstable (i.e., whose power-up states flip randomly upon multiple power-
ups) can be used as hardware-internal source of random numbers [55, 56].

4.3 Remote Identification by Light Scattering in Random Media

Our first example is an identification scheme suggested by Pappu et al. [96, 97]
in 2001/02, which rests on optical interference phenomena. At the heart of their
method is a transparent, cuboid-shaped plastic platelet of size 1 cm × 1 cm × 2.5
mm, in which a large number of micrometer-sized glass spheres have been dis-
tributed randomly during the production process. The varying sizes, shapes and
positions of the spheres induce a strong disorder in the platelet, making it practi-
cally infeasible to build two specimen which are exactly the same. The platelet is
“unclonable” by use of current technology.

When a laser beam is directed at the platelet, the laser light is scattered multiple
times inside the structure. This creates a so-called “speckle pattern”, an interference
pattern of dark and bright regions, which can be recorded conveniently by a CCD
camera. Asides from the relative positioning of the platelet and the camera, which
we imagine as fixed and do not consider further here, this speckle pattern sensitively
depends on (i) the random positions, sizes and shapes of the spheres (i.e., on the
disorder inside the token), and (ii) on the angle α and point r of incidence of the
laser beam. The latter can be varied, with new parameters (r, α) leading to new
patterns. Leaving aside measurement noise, this allows us to regard the input-output
behavior of the token as a function f that maps measurement parameters r, α into
speckle patterns f(r, α). The situation is depicted in Figure 2.

The function f has a number of interesting properties. First, f possesses a very
large number of input-output pairs (r, α), f(r, α), also called “challenge-response
pairs (CRPs)” in the parlance of the field. Pappu et al. estimate that the above
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Fig. 2 Illustration of Pappu’s optical, interference-based physical one-way function [96, 97].

platelet size allows around 2.37 · 1010 inputs which lead to computationally in-
dependent speckle patterns as outputs. If an adversary has got access to the platelet
merely for a limited time period on the order of days or weeks, he will find himself
unable to measure all possible input-output pairs and to complete characterize the
function f . Secondly, an adversary knowing only a subset of all input-output pairs
will be unable to numerically predict the speckle pattern to a new, unknown input
r, α without making a physical measurement on the token. The main reason is that
the input-output behavior of the object is too laborious to simulate on a computer.
As analyzed by Pappu et al. [97], in the worst case every cubic subunit of the platelet
whose side lenth is around the wavelength λ of the incoming laserlight would play
a role in the scattering process. For a cube with side length 1 cm, this leads to one
Terabit of relevant subunits whose interaction would need to be considered in a sim-
ulation, making the latter practically infeasible. Similar considerations, thirdly, hold
for the non-invertibility of f : Given a speckle pattern, it is practically impossible to
determine which challenge parameters r, α created this speckle pattern, even if one
has access to the token. This non-invertibility property of f originally inspired the
name “Physical One-Way Function” or “POWF” [96, 97] for the above structure;
today, it is also often refered to simply as an “optical PUF”.

The described optical PUF can be applied in identification protocols, for example
in a bank card scenario. In the following protocol, k is the security parameter, and l
is the number of envisaged executions of the identification phase.

Protocol 3: BANK CARD IDENTIFICATION WITH LIGHT SCATTERING TOKENS

Set-Up and Security Assumptions:

1. The bank can securely store secret data on a server in its headquarters.
2. Each bank terminal is connected to the bank server by a non-confidential, but

authenticated channel.
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3. The bank can fabricate suitable light scattering platelets itself or has access to a
trusted manufacturer.

Initialization Phase:

1. The bank produces a light scattering platelet with a large number of randomly
distributed scatterers, or obtains such a platelet from a trusted manufacturer. It
attaches it as token to a bank card, which bears the customer identification num-
ber ID.

2. The bank chooses at random k · l parameters ri, αi, and applies a laser beam
at position ri and under angle αi to the token. It measures the resulting speckle
patterns, and derives from the raw data the responses Ri, for example by applying
image transformation or error correction.

3. The bank stores the list LID = (r1, α1, R1), . . . , (rk·l, αk·l, Rk·l) together with
the identification number ID of the card on its server. The bank card is released
to the field.

Identification Phase (can be executed maximally l times):

1. When the card is inserted into a terminal, the terminal reads the ID from the card
and sends ID to the server.

2. The server looks up the list LID. It chooses the first k entries (r1, α1, R1), . . . ,
(rk, αk, Rk) from the list, and sends the parameters (r1, α1), . . . , (rk, αk) to the
terminal.

3. The terminal applies laser beams with the incidence coordiantes and angles given
by (r1, α1), . . . , (rk, αk) to the token, and measures the corresponding speckle
patterns. It derives the responses R′

1, . . . , R
′
k from the raw data by applying the

same image transformations or error correction as the bank in the set-up phase.
The terminal returns R′

1, . . . , R
′
k to the server.

4. The server compares the responses R1, . . . , Rk and R′
1, . . . , R

′
k. If they match

better than given error threshold, the server sends an “OK!” message to the ter-
minal. Otherwise, it sends an abort message.

5. The first k entries are erased from the list LID.

4.3.1 Security Discussion

A meaningful discussion requires us to first fix the underlying attack model. It is rea-
sonable to assume that an attacker will be able to access the platelet several times
between different executions of the identification phase: He could set up faked ter-
minals, or gain possession of the bank card when the customer employs it on other
occasions, for example for paying in shops or restaurants. Furthermore, we should
suppose that the attacker can eavesdrop the binary communication in the identifica-
tion protocol and learn the used CRPs (C1, R1), . . . , (Ck, Rk). Under this relatively
strong attack model, the security of the scheme is nevertheless upheld by the above
properties of the physical one-way function f and of the token. An adversary will
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be (i) unable to clone the token physically, and (ii) cannot predict the challenge-
response behavior numerically, even if he knows a large number of CRPs. This ren-
ders him unable to complete the identification protocol successfully without actual
possession of the real token. Interestingly, the scheme does not utilize the one-way
property of f , but only the features of unclonability and unpredictability.

4.3.2 Potential Advantages

Compared to standard identification schemes, Pappu et al.’s method exhibits a few
notable advantages. First and foremost, no secret digital keys need to be stored on
the bank card. Assuming that the token is too complex to simulate and rebuild, there
is indeed no security-critical information at all present on the card whose disclosure
would break the security of the system. Even if the adversary knew all positions
of the scatterers and all irregularities of the structure, he still could not rebuild or
simulate it, since this would be infeasible in practice. We can allow him to pos-
sess any information in the scattering object without endangering the security of the
scheme! This feature is in sharp contrast to any classical techniques, which neces-
sitate that at least some information on the card remains secret. It is also in contrast
to some PUF-based techniques, for example the SRAM PUFs presented in Section
4.2, where a disclosure of the power up states of the adversary breaks the security
of the system. Secondly, no potentially laborious numerical identification schemes
need to be executed on the card in Pappu et al.’s scheme. The card does not even
need to carry integrated circuitry, making it extremely cost effective, at least on the
card side.

4.3.3 Variants

There are a number of variants of the above scheme. Firstly, other hardware systems
than the described optical PUF can be employed. Any other Strong PUFs [111]
can be used, for example Arbiter PUFs and variants [42, 149], as long as they are
secure against modeling [120, 122] and other attacks, for example side channels.
Also secure integrated optical PUFs would be an option, preferrably with non-linear
scattering materials (compare [115]). Finally, the hardware of optical PUFs can be
used for a number of other, more advanced cryptographic protocols, including key
exchange [33, 15, 109], bit commitment [96, 15, 94, 112, 113], or oblivious transfer
[106, 15, 94].
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5 Advantages of Disorder-Based Security Hardware

Let us condense and summarize the advantages of disorder-based security hardware
in this section. We thereby take a pure hardware-centered perspective, ignoring some
of the specific cryptographic advantages.

Security Advantage: Better Protection/Avoidance of Keys.

One of the most important upside of disorder-based techniques is their approach
to cryptographic keys. All techniques of the last Section 4 avoid the presence of
“classical secret keys” in vulnerable hardware, i.e., the presence of keys that are
stored permanently in NVM, as detailed throughout the last section. Some of the
presented approaches go even one step further, though. This can be seen most easily
if we generalize the notion of a classical secret key. Let us call a “security-critical
information” (SCI) any information that is present in a piece of hardware at least at
one point in time, and whose disclosure to the adversary breaks the security of the
system. One can then ask: Do the hardware systems of Section 4 contain any SCI in
the above sense?

The answer differs for the three systems of Section 4. To start with, the paper
structure of system 4.1 does not contain any security-critical information at all, since
the adversary would be unable to refabricate the complex paper structure, even if he
knew it atom by atom. Something similar holds for the optical PUF of Section 4.3:
It could not be cloned, and its output could not be simulated for complexity reasons,
even if the entire structure would be known to the adversary in arbitrary detail. On
the other hand, the SRAM PUFs of Section 4.2 lead to systems that do contain SCI:
The power-up states of the SRAM cells constitute SCI; and so does the internal key
obtained from the power-up states after error correction. In this sense, the SRAM
PUFs differ from optical PUFs, or from the paper based COAs of Section 4.1.

We would like to stress that this distinction is not just academic, but has a di-
rect practical relevance. For example, it eventually enables the invasive attacks on
SRAM PUFs that recently have attracted considerable interest [92]. Furthermore,
the delays in Arbiter PUFs also represent a form of SCI, a fact that eventually
allows modeling attacks on this type of structure [120]. In essence, the presence
of SCI in a hardware system necessarily creates unwanted attack points,and well-
versed adversaries will in the end exploit these. Overall, it appears preferrable to
construct disorder-based systems without SCI wherever possible. We would like to
encourage readers to pay increasing attention to this distinction, and to categorize
disorder-based security approaches with respect to this feature wherever possible in
the future.
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Practicality Advantage: Hardware without NVM or ICs.

From a practicality perspective, the most important upside of the techniques of Sec-
tion 4 is that they enable security features in hardware without NVM, and partly
even in hardware without integrated circuits (ICs). The use of SRAM cells on FP-
GAs without NVM (Section 4.2) is one known example for the former, while the
exploitation of surface irregularities or optical PUFs (Sections 4.1 and 4.3) are ex-
amples for the latter. Both can be decisive practicality and cost factors, as they
bring security to systems where otherwise elaborate and dedicated security mea-
sures would be impossible. Recall in this context that adding non-volatile keys to
hardware systems without NVM requires significant additional production steps and
extra costs.

6 Historic Perspective and General Overview

This chapter would not be complete without a general overview and historic per-
spective of the area. As patent writings and commercial activities are not in the
direct focus of this chapter, we concentrate on academic writings wherever possi-
ble. Our discussion reveals that the field has older and broader roots than usually
acknowledged. It also shows the different branches of research in disorder-based
security: While physical unclonable functions are clearly the central and dominant
subfield, there are also other noteworthy subareas, which need to be distinguished
for historic or scientific reasons. Providing a basic distinction between these subar-
eas will also be helpful in inspiring and guiding future research in the area.

Origins of the Field.

It is non-trivial to trace back the field to its exact origins. To the knowledge of the
author, the first publicly available source utilizing random, uncontrollable manu-
facturing variations in a security context is a US-patent with priority date 1968 by
Lindstrom and Schullstrom of Saab AB, Sweden [77]. It suggests that randomly,
non-uniformly distributed magnetic materials could be employed for individualiz-
ing and securing “identification documents like driver’s licences and credit cards”.
It further proposes that concealed, internal layers of such materials might protect
sensitive regions of identification documents, for example the picture of the card
holder, against alteration, and could detect manipulation of these regions. The latter
foreshadows a security feature that today is called tamper-sensitivity. The inventors
also suggest that electrical or optical materials could be used to the same end.

It has also been reported that in the 1970s, Bauder and Simmons of Sandia Na-
tional Laboratories, USA, exploited the optical behavior of physically disorder me-
dia for security purposes [18, 91, 66, 65]. Their goal was to conduct secure weapons
inspection during the cold war era. To this end, they reportedly spray-painted epoxy
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onto nuclear warheads, shed light at it from a certain angle, and recorded pictures
of the resulting optical patterns [18, 91, 66, 65]. These images could later be used
to re-identify each single warhead in a forgery-proof manner [18, 91, 66, 65]. It
seems very likely that this work was conducted independently of Lindstrom’s and
Schullstrom’s approach.

Perhaps the first to combine modern cryptographic methods with physical disor-
der was Goldman of Light Signatures Inc., USA. In a patent writing with priority
date 1980, he details the use of paper irregularities in connection with digital signa-
tures for certifying documents [47]. Light Signatures commercialized this technique
in order to authenticate stock certificates in the mid 1980s, but their activities were
apparently not profitable and abandoned in 1988 [127]. Presumably independently
of Goldman, Bauder (reportedly together with Simmons [18, 66]) suggested a sim-
ilar concept at Sandia National Laboratories, also combing unique paper structures
with digital signatures [65]. A Sandia-internal source that is multiply quoted in this
context is by Bauder [6], dating from 1983. 7

With some right, the three above, independent research groups could be seen
as early forefathers of disorder-based security and also of physical unclonable func-
tions. This would imply that the field has older roots than sometimes acknowledged.

First Presence at Scientific Conferences.

The groundbreaking ideas of Lindstrom and Schullstrom, Goldman, and Bauder
and Simmons, seemingly were not discussed much in public scientific conferences
or journals until the 1990s. Perhaps the earliest scientific paper that points in the
relevant direction is by Simmons, dating from 1991 [143]. Independently and a few
years later, a number of publications by van Renesse treat similar ideas, focusing
on optical product protection systems [101, 102]. Suggestions based on magnetic
materials, which are in principle related to the early patent of Lindstrom and Schull-
strom, have been made independently by Chu et al. [19] and Vaidya [156] at scien-
tific venues in 1995.

In 1998, Haist et al. [50] also discuss paper and optical probing for product pro-
tection, making explicit use of digital signatures in a similar fashion as Goldman. A
closely related scientific publication is by Smith et al. [144] from 1999. It uses paper
irregularities with digital signatures in order to create unforgeable postal stamps.

In 2000, Lofstrom et al. [78] for the first time suggest the variations in standard
integrated circuit components for security purposes, exploiting the random threshold
mismatches in transistors to identify individual circuits (compare Section 4.2). Their
paper could be seen as a direct precursor of the modern PUF era, foreshadowing so-
callled intrinsic PUFs like SRAM PUFs and Butterfly PUFs (without explicit use of
the term “PUF”, though).

7 However, copies of this paper seem unavailable to a broad public. The author of this chapter has
been unsuccessful in gaining access despite considerable efforts, including multiple e-mail requests
to the Sandia National Laboratories. Other researchers made partly similar experiences [66].
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DNA-based Steganography.

Before we eventually turn to PUFs, let us quickly mention another independent
research avenue. In 1999, the randomness in complex mixtures of DNA strands
was suggested for use in security and steganography by Clelland et al. in Nature
magazine [22]. If a secret message or other critical information is encoded in DNA
strands, and if these strands are mixed with a huge number of other, random strands,
an adversary would find it practically impossible to identify and isolate the “secret”
strands. He would be faced with the proverbial search for the needle in the haystack.
The fact that complex DNA mixtures can be generated by simple means plays into
the hands of this method [22]. In follow-up work, DNA-based public and private key
cryptography has been discussed, for example, in [73, 46]. The approach of Clelland
et al. has even led to commercially available products [129].

DNA-based security might appear off topic and seems generally less known
within the PUF community. Still, it has established its own research strand, with
hundreds of citations, some presence at DNA-related venues, and a certain level
of commercial activities. Furthermore, it likely is the first approach that explicitly
exploits nanoscale phenomena for security. This foreshadows a recently emerging
trend towards nano-security in the PUF area [117, 57, 105].

Physical Unclonable Functions (PUFs).

Despite all above contributions, it seems fair to say that the interest of the broader
security community was not sparked until 2001/02, when a few seminal works were
published at major scientific venues: Firstly, Pappu [96] in 2001, and Pappu et al.
[97] in Science magazine in 2002, presented the idea of so-called “physical one-
way functions” or “POWFs”. Their optical implementation of POWFs (compare
Section 4.3) has a number of novel features compared to earlier optical security
works [47, 101, 102, 50]; for example, it explicitly uses random 3D media and
(coherent) laser light as probing signal to facilitate maximally complex response
behavior. The second seminal strand of work was by Gassend et al., who published
the concept of silicon, circuit-based “physical random functions” at ACM CCS
2002 [42], and of “controlled physical random functions” at ACSAC 2002 [43].
The latter papers also use the term “physical unclonable function” or “PUF” for the
first time, which today is frequently employed as a synonym for the entire research
area.

Compared to earlier works, one central innovation of Pappu et al. and Gassend et
al. was to link disordered, unclonable media to more established cryptographic con-
cepts like one-way functions or pseudo-random functions. Secondly, they used dis-
ordered media with a very large number of different input signals, whose behavior
could be regarded as some sort of complex, disorder-based “physical function”. The
mathematical properties of this function, such as unpredictability or one-wayness,
could then be formally expressed and exploited in cryptographic protocols. Both
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aspects helped attracting the interest of the cryptographic and security community
and spreading the new concepts quickly.

Other seminal PUF works in the early period from 2002 to 2007 include (but
are not limited to): The AEGIS security architecture by Suh et al. [148] from 2003;
first information-theoretic analyses of PUFs by Tuyls et al. in 2004/05 [154, 155];
the security use of laser illuminated paper surfaces by Buchanan et al. in Nature in
2005 [13] (compare Section 4.1); and the usage of disordered electrical structures
as tamper sensitive coatings by Tuyls et al. [152] in 2006. A further groundbreaking
idea was the use of the individual, but repeatable power-up states of SRAM cells as
secret key source. This concept is particularly useful in hardware that does not carry
non-volatile memory cells. It was independently put forward by Holcomb et al. [55]
and Guajardo et al. [48] in 2007.

Certificates of Authenticity (COAs).

Starting a few years later than PUFs, a parallel and independent strand of works
helped popularizing the idea of disorder-based security. It roots quite directly in the
original ideas of Lindstrom and Schullstrom, Goldman, and Bauder and Simmons,
using very similar techniques: It combines the unique and unclonable features of
disordered media with digital signatures to form so-called “certificates of authen-
ticity” or “COAs” for objects of value. Example works of this strand include COA-
specific error correction [63, 64] in 2004, optical COAs [18] (which pick up the
early ideas of Bauder and Simmons [6]) in 2005, and radiowave based COAs [28]
in 2007. Also work on unique optical fingerprints of compact discs, which was in-
dependently published by DeJean et al. [157] and Hammouri et al. [51] in 2009,
could be associated with this research strand. A good summary of the subarea is
given by Kirovski in [65]. Most COA papers are somewhat demarked from PUFs in
terms of nomenclature and scientific content. Furthermore, the COA-idea arguably
dates back earlier than PUFs, being present in its full-fledged form in combination
with digital signatures already in the 1980s [47, 6]. We thus found it appropriate
to devote a separate paragraph to it. At the same time, we remark that the current
focus of the community appears to be on PUFs, both regarding research activities,
quotation numbers, and nomenclature.

Status Quo and Current Research.

From 2008 onwards, a rapidly growing activity on disorder based security takes
place. It is mostly, but not exlusively focused on PUFs, and often regards the two
works by Pappu et al. [97] and Gassend et al. [42] as root publications of the field.
Listing all published works of the last six years is beyond the intention and scope of
this section; we refer the interested reader to recent survey articles [84, 111] or PUF
biobliographies [126].
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Rather, we find it convenient to collect several facts that exemplarily testify the
rapid establishment of the area. To start with, according to Google scholar, the
two root articles of Pappu et al. [97] and Gassend et al. [42] have been quoted
many hundred times to date, with increasing citation figures almost every year.
Since 2008, papers on PUFs and related topics have been published at CHES
[12, 83, 51, 150, 166, 59, 165, 67, 112, 72, 60, 82, 81, 10, 81], EUROCRYPT [94],
ASIACRYPT [3, 27], CRYPTO [15], ACM CCS [120, 141], IEEE S&P [4, 114],
IEEE T-IFS [26, 79, 122], ACM TISSEC [44], and the Journal of Cryptology [80],
i.e., in all top publication channels of the general cryptography and security com-
munity. Since 2010, the two large hardware security conferences CHES and HOST
continously had one or even two dedicated PUF session each year (see [123, 124]).
DATE, one of the two largest international design automation conferences, in 2014
offered both a standard technical session on PUFs [130], a hot topic session on PUFs
[131], and a related tutorial on counterfeiting ICs [132], illustrating how PUFs have
long spread from their original field of security into neighbouring areas like circuit
design. Also the first coursebooks on PUFs have appeared recently [11]. Even on
the commercial side, PUFs achieved some recent breakthroughs, appearing in the
product lines of major companies like NXP [134, 135] and Microsemi [136, 137].
It therefore seems justified to say that almost 15 years after its popularization in sci-
entific circles [78, 96, 97, 42, 43], and around 45 years since its very first presence
in patent writings [77], the field has developed into a central subarea of hardware
security, and currently shows no signs of slowing down in its rapid progress.

7 Summary and Outlook

In this chapter, we surveyed a recently emerging subfield of hardware security that
could be called “disorder-based security” or also “nano-security”. It exploits the
small-scale, random physical disorder that is present in essentially all solid state
systems for security purposes. The roots of the field reach back surprisingly far,
with first appearances in patent writings in the late 1960s. Today, its most active
subfield are by far physical unclonable functions (PUFs); other, but smaller subareas
are DNA-based cryptography or so-called “certificates of authenticity” (COAs).

The two main motivations for disorder-based hardware are practicality/cost and
security aspects. Both are intimately related to the way we currently treat secret
keys in secure hardware: Usually, the keys are stored in and read from non-volatile
memory cells (NVM) or comparable structures, and are subsequently postprocessed
by some cryptographic algorithm. Disorder-based security, for example PUFs and
COAs, offer three potential improvements in this situation. Firstly, it allows keys
in hardware without NVMs. Recall that not all hardware systems possess NVMs
since they cause extra costs, one prime example being certain types of FPGAs. As
an alternative, the keys can potentially be derived from the omnipresent physical
disorder in the hardware. One concrete example are SRAM cells: They show in-
dividual and characteristic power-up states due to small manufacturing variations,
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and can hence be used as key source. Secondly, it avoids the long-term presence
of keys in NVM cells in vulnerable hardware. The keys derived from SRAM cells,
for example, are present in the hardware system only when needed. This shorter
time of presence makes attacks more difficult. As long as the system is powered
off, it can be much more difficult for adversaries to obtain the keys. Thirdly, iden-
tification schemes based on so-called “Strong PUFs” [111], including the optical
PUFs discussed in this paper, use the PUF-responses directly, meaning that no post-
processing via classical cryptographic algorithms is necessary. This can potentially
increase security levels, too, since these algorithms are one potential target for at-
tacks, for example side channel techniques. For the same reason, optical PUFs can
even create means for remote identification without electrical circuitry being present
in the hardware, which can be a substantial cost and practicality asset in certain ap-
pliances.

We believe that the field will still rapidly expand and flourish in the foreseeable
future. Current publication activity is extraordinarily high and shows no signs of
slowing down. Besides a large number of scientific innovations, also some first com-
mercial breakthroughs could be achieved recently [134, 135, 136, 137]. Regarding
future activities, three promising subareas lie in the formal foundations of the field,
including classification, formal definitions, and security proofs, secondly in discov-
ering yet new primitives and uses of physical disorder beyond the currently existing
approaches, and thirdly in the improved physical implementation of currenty ex-
isting concepts. The fact that these subareas span from from theoretical computer
science to nanophysics and nanotechnologies arguably gives the field a unusually
broad focus and attractivity.
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