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Ulrich Rührmair†,1, Srinivas Devadas2, Farinaz Koushanfar†,3

†These two authors have equally contributed to this book chapter

1Computer Science, Technische Universität München
2Electrical Engineering and Computer Science, Massachusetts Institute of Technology

3Electrical and Computer Engineering, Rice University

Abstract. Identification, authentication, and integrity checking are im-
portant tasks for ensuring the security and protection of valuable objects,
devices, programs, and data. The utilization of the microscopic, random
and unclonable disorder of physical media for such security tasks has re-
cently gained increasing attention. Wherever applicable, the harnessing
of disorder can lead to intriguing advantages: First, it can avoid the per-
manent storage of digital secret keys in vulnerable hardware, promising
to make the resulting systems more resilient against invasive and mal-
ware attacks. Second, random physical disorder has the natural feature
of being very hard to clone and to forge: Fully controlling the micro-
and nanoscale fabrication variations in physical media is extremely dif-
ficult and, even if possible, prohibitively expensive. Third, utilization of
the natural disorder and entropy in physical systems can sometimes en-
able cryptographic protocols whose security does not rest on the usual
unproven number-theoretic assumptions like factoring and discrete log,
creating an alternate foundation for cryptography. Physical Unclonable
Functions or PUFs are perhaps the best known representative of this
new class of “disordered” cryptoprimitives, but there are also others.
In this chapter, we provide a classification for past and ongoing work
in physical disorder based security alongside with security analyses and
implementation examples. We will also outline some open problems and
future research opportunities in the area.

1 Introduction

Since the number of networked smart objects, programs, and data is
constantly increasing, there is an equally growing demand to ensure
the security and reliability of these units. Since they are pervasive in
our daily lives, this issue has become a significant societal challenge.
One central task lies in realizing secure and reliable identification,
authentication, and integrity checking of these systems.



Traditional security methods based on secret digital keys often
do not provide adequate solutions for this purpose. One major point
of vulnerability relates to their hardware implementations and key
storage: A whole host of attacks for extracting, estimating, or cloning
secret keys that are stored digitally in non-volatile memory have been
developed and reported over the past several years. The situation is
especially problematic for embedded and mobile low power devices
with a small form factor, where the adversaries can often gain full
and direct access to the device. For many FPGA-based reconfig-
urable devices, which are increasingly growing in market share, the
permanent storage of secret keys can be a problem: Integrating se-
cure non-volatile memory (NVM) on FPGAs incurs additional costs
and fabrication overhead and, thus, it is often not included. There-
fore, keys have to either be stored in external memory, where they
are highly vulnerable, or an additional back-up battery to power on-
chip volatile storage must be used, which increases cost and system
complexity. We refer interested readers to Chapter 6 of this book for
a full discussion of FPGA vulnerabilities and security.

Over recent years, an alternative security approach has therefore
emerged, which is based on the inherent, hard-to-forge and unique
disorder of physical objects. It constitutes a promising alternative
which can address the standing challenges of classical security that
were described above. Two major classes of disorder-based security
systems that have been proposed are Unique Objects (UNOs) and
Physical Unclonable Functions (PUFs). A Unique Object is a phys-
ical system that, upon measurement by an external apparatus, ex-
hibits a small, fixed set of inimitable analog properties that are not
similar to any other objects. It shall be impossible to intentionally
fabricate a second object with the same properties, even if the prop-
erties and exact structure of the original object are known. Such
properties can be referred to as the “fingerprint” of a unique ob-
ject for obvious reasons. We discuss several media that exhibit such
unique disorder, including paper, fibers, magnetic disks, radiowave
scatterers, and optical tokens.

PUFs are the second important class of disordered systems that
can be employed for reliable identification, authentication, key stor-
age, and other security tasks. The term and acronym “PUF” for
denomination of this class first appeared in [1]. In a nutshell, a PUF



is a disordered physical system S that, when interrogated by a chal-
lenge (or input, stimulus) denoted by Ci, generates a unique device
response (or output) denoted by RCi

. This response shall depend on
the applied challenge and on the specific disorder and device struc-
ture of the PUF. The unclonability requirement in the PUF defini-
tion is that it should be intractable for an adversary with physical
access to create a physical or software clone of a PUF.

Both the challenge-response pairs of PUFs and the fingerprints
of Unique Objects have the purpose of uniquely identifying any de-
vice with high probability. In order to realize this in practice, we
need stable repeated measurements, and must be able to cope with
noise and varying operational conditions. In such scenarios, error
correcting codes may be used to ensure the desired operability and
robustness of the system [2–7]. Other options are averaging or cali-
brating the device’s operational conditions [8, 9].

Two important metrics that are typically applied to categorize
the uniqueness and robustness of PUF responses and UNO finger-
prints are inter-device and intra-device distances. Inter-device dis-
tance is often quantified as the average Hamming distance between
the responses to the same challenge obtained from two different
PUFs/UNOs, or the average distance between the fingerprints of
two unique objects measured in the same conditions. Intra-device
distance is the average Hamming distance between the responses to
the same challenge applied at different times and environmental con-
ditions to the same PUF/UNO, or the average distance between the
repeatedly measured fingerprint(s) of a unique object. Ideal PUFs
and UNOs should lead to large inter-device and small intra-device
distances. Another key requirement for PUFs and unique objects is
the entropy of the resulting responses or fingerprints. The entropy
quantifies the number of independent IDs that can be generated by
the same device architecture.

Despite the similarities between UNOs and PUFs, there are sev-
eral important differences between them that distinguish these two
security primitives (and their subclasses) from each other. This chap-
ter provides a conceptual categorization and summary of the field
of physical disorder based cryptography and security, also termed
physical cryptography in [10]. Whenever applicable, the concepts are
interleaved with examples from the contemporary literature and im-



plementation details. A number of surveys on the PUF subject are
already existent, for example, [11] and a recent book with several
chapters dedicated to PUFs [12]. We will cite these review articles
whenever applicable, and emphasize that the concepts in this chapter
are complementary to the contemporary literature in this area.

 

Fig. 1. Organization of the Chapter.

Organization of this chapter. Figure 1 gives an overview of the
classes of physical disorder based security tokens discussed in this
chapter. Each of the discussed subjects are shown as a branch in
the chart. The next section reviews UNOs including paper-based
(fiber-based) fingerprints, magnetic signatures, and RF-based Cer-
tificates of Authenticity. Section 3 discusses the weak PUF class
including Physically-Obfuscated Keys, SRAM-PUFs, and butterfly
PUFs. Strong PUFs are the subject of Section 4. Examples of PUF
structures that can provide building blocks for Strong PUFs include
optical PUFs, arbiter PUFs, XOR arbiter PUFs, and analog cellular
arrays. Emerging PUF designs and research challenges are presented
in Section 6. We conclude the chapter in Section 8.

2 Unique Objects

Extracting an objects’s fingerprint based on its random physical dis-
order has been exploited for more than three decades. In absence of
an established common term, we call this class of structures “Unique
Objects (UNOs)”.



A Unique Object is a physical entity that exhibits a small, fixed
set of unique analog properties (the “fingerprint”) upon being mea-
sured by an external equipment. It should be possible to measure
the fingerprint quickly and preferably by an inexpensive device. The
“fingerprint” should be specific to the object such that it is practi-
cally infeasible to find or build another instance of the object with
the same specs, even if the object’s fingerprint and its detailed struc-
ture are known (see also [13]).

More precisely, a Unique Object and its fingerprint should meet
the following properties:

1. Disorder. The fingerprint should be based on the unique disorder
of the physical object.

2. Operability. The fingerprint should be adequately stable over
time, and must be robust to aging, environmental conditions, and
repeated measurements. It must be possible to fabricate other in-
stances of the measurement equipment with similar characteriza-
tion capability. The measurement and characterization cost and
time should be practically and economically viable.

3. Unclonability. It should be prohibitively expensive or impractical
for any entity (including the manufacturer) to produce another
object that presents the same unique fingerprint characteristics
when queried by the measurement device.

Figure 2 demonstrates the scenario. It is assumed that each
Unique Object in the figure has an unclonable fingerprint that is
specific to it. Also, it is assumed that both measurement equipment
are able to characterize the object’s fingerprint at the desired level
of resolution and accuracy. In other words, the UNO shall be the
unique and unclonable part of the system, while the measurement
device can be mass-produced with the same functionality.

2.1 History and Examples of Unique Objects

Using biometrics for fingerprinting dates back to the 19th century.
Although human hand fingerprints and other biometric entities are
closely related to Unique Objects, a discussion of biometrics finger-
printing is outside the scope of this chapter. We refer the interested
readers to comprehensive books on the subject [14, 15].



 

Fig. 2. Two Unique Objects (based on paper structures in this example), and two fin-
gerprint measurement devices. The cloning of a Unique Object should be prohibitively
costly, while it should be possible to mass-manufacture large numbers of measurement
devices that can characterize the fingerprints at the desired level of accuracy.

 

Fig. 3. (a) A thin, random layer of light scattering particles sprayed on the missiles.
(b) Illuminating the surface from different angles would generate different inference
patterns.



Sprayed random surfaces. Perhaps the earliest reported usage of
Unique Objects for security was proposed by Bauder during the cold
war for use in nuclear weapons treaties [16, 17]. To tag the nuclear
missiles unforgeably, a thin, random layer of light scattering parti-
cles was sprayed onto the missiles. The layer was illuminated from
various angles, and images of the resulting interference patterns were
recorded by an inspector. On later inspections, the interference pat-
terns could be measured anew, and compared to the record of the
inspector. An example is shown in Figure 3.

The scheme was assumed secure even if an adversary would know
the (relatively few) illumination angles and the resulting patterns
used by the inspector, and even if he had access to the unique layer
for a long time period and could investigate its structure. Even un-
der these circumstances, it was presumed infeasible to produce a
second layer which generated the same speckle pattern. Of course,
if an adversary knows all illumination angles and the resulting pat-
terns used by the inspector, this system cannot be used for remote
authentication, since an adversary can merely replay back the digi-
tized responses/images upon receiving a challenge. Furthermore, the
scheme can only be used by an inspector who carries trusted mea-
surement equipment and uses it on the Unique Object directly, which
was presumably the usage model of the system during the cold war.

Fiber-based random surfaces. Other early implementations of
Unique Objects were based on randomly distributed fibers in solid-
state objects, for example, paper fibers in banknotes [18], or metallic
fibers in a thin substrate on bank cards measured by a magnetic
reader [19]. A seminal reference that discusses Unique Objects from
a more fundamental cryptographic perspective is [20], which was
later extended by [21]. [20] is, to our knowledge, the first academic
source that suggests the combined use of Unique Objects and digital
signatures to create offline verifiable labels.

Several seeds laid in this early work were followed up in later
research. Firstly, surface irregularities in paper or other materials
were further investigated by [22–28]. The authors of [23, 24] create
unforgeable postal stamps and document authenticators from pa-
per irregularities and digital signatures; [22] shows that the paper



surface fingerprints are robust to soaking and a number of other
transformations;

 

Fig. 4. (a) Scanner produces different images of the paper surface based on the page
orientation. The light seen at the sensor depends on the angle between the surface
normal and the light source; (b) A region of the document can be scanned from top-
to-bottom; and (c) The same document region can be scanned from left-to-right. The
3D texture can be estimated by combining (b) and (c) (Figure inspired by studies in
[28]).

[26] investigates the use of surface-based labels in developing
countries and rural regions; [27] deals with database and error cor-
recting algorithms for surface-based identification; and [28] offers a
detailed treatment centering around inexpensive measurement meth-
ods for paper surfaces by commodity scanners as demonstrated in
Figure 4. The complex reflective behavior of surfaces has even led to
commercially available security systems [29] [30].

Secondly, the use of randomly disordered fibers contained in a
fixing matrix was described in [31–34]. [32, 33] use light conducting
optical fibers, and measure the individual light transfer via these
fibers into various spatial segments of the matrix. Each instance is
created as a collection of fibers randomly positioned in an object
by a transparent gluing material that permanently fixes the fibers’
positions. Readout of the random structure of a fiber-based note is
performed using the following fact: if one end of a fiber is illuminated,
the other end will also be lit as shown in Figure 5.

[31] employs randomly distributed metal particles, and measures
their scattering behavior by a near-field read-out. [34] pours ultra-
violet fibers into a paper mixture and measures the optical response.
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Fig. 5. Examples of randomly placed, fixed-length fibers. The square demonstrates the
embedding substrate. Three fibers lit by spot illumination light as described in [33].

Unique Objects and digital rights management. An observa-
tion that further propelled the field was that common data carriers
such as (again) paper, but also ICs, CDs, and DVDs can have unique
features. Sometimes their unique properties arise just in the very pro-
cess of writing or imprinting data onto them. One early reference in
this context is [35]. There, the unique irregularities in CD-imprinting
(such as individual height, shape and length of the bumps) are used
to secure the CD’s digital content that is stored in exactly these
bumps. Conceptually the same suggestion is made in [36] and [37],
yet at a much greater level of scientific detail. For more information
on optical media (CD) fingerprints, we refer interested readers to
[12]. The irregularities in letters printed on paper have been sug-
gested to secure paper documents in [38]. Finally, several methods
for uniquely identifying and authenticating chips will be described
in the remainder of this chapter.

Other implementations of Unique Objects. Other studies pro-
posed novel classes of unique structures, and can be best categorized
according to the employed read-out technique. A number of Unique
Objects with radio wave read-out in the (relative) far field were sug-
gested in the commercial sector [39–44]. For most of them, doubts
have been raised with respect to their unclonability [13]. Another ra-
dio wave approach measures the unique RF signals created by higher
harmonic oscillations [45]. Unique Objects with magnetic read-out
have been investigated in [46]. Alternative optical concepts that dig
deeper into physics and utilize more complex effects and structures



have been suggested in [47]. They include photonic crystals and reso-
nant energy transfer between optically-active particles. Surprisingly,
there is little work on Unique Objects with electrical read-out, even
though this would promise particularly simple and inexpensive mea-
surement. One recent source is [10], where the unique current-voltage
characteristics of imperfect diodes are exploited. Finally, even DNA-
based approaches have been suggested [48], and made it to the mar-
ketplace some time ago [49].

Finally, the question of error correction of the measured unique
signals is treated en passant in most of the above publications, in-
cluding [27, 28, 32, 34]. References solely dedicated to error correction
include [50–52].

2.2 Protocols and Applications of Unique Objects

The natural application of Unique Objects is to label items of value
(such as commercial products, bank cards, banknotes, passports, ac-
cess cards, etc.) in an unforgeable manner. Proving authenticity is
particularly useful as losses due to counterfeiting of digital goods and
physical objects amount to worldwide losses in a three-digit billion
dollar range [53]. Two basic approaches can be applied.

(i) In one classic and straightforward approach, the Unique Object
is physically attached to the item it protects, or consists of a
measurable unique characteristic of the protected item itself. The
Unique Object’s fingerprint is stored in a central database. When
authentication is needed, the object’s fingerprint is measured and
compared to the stored value in the database. The requirements
for this protocol include existence of a central database and an
authenticated online connection to the database.

(ii) An alternative approach has been pioneered, to our knowledge,
in [20], and has been termed Certificate of Authenticity (COA)
in [31]. Again, the Unique Object is physically attached to the
protected item (or is a measurable unique characteristic of the
protected item itself). In addition to the Unique Object, comple-
mentary information is stored directly on the item, for example
via a printed barcode. The information includes a numerical en-
coding of the fingerprint, error-correcting codes [52], item-related



information I (such as the origin of the item), and most impor-
tantly, a digital signature of the fingerprint and I. In order to
verify the validity of the label/the item, a verification device does
the following: It reads the complementary information from the
item, and verifies the validity of the digital signature by use of a
public verification key stored in the device. Secondly, it measures
the fingerprint of the label/the item by a trusted measurement
apparatus, and verifies if it matches the fingerprint given and
signed in the complementary information.

The advantage of the approach (ii) is that it does not need a con-
nection to a database and that it can work offline. Neither the label
nor the testing apparatus needs to contain secret information of any
sort. This leads to the strong asset that neither tampering with a
label nor with any of the widespread testing apparatuses can lead
to secret key extraction and a global failure of the system through
one extracted key. The measurement apparatus has to be trusted to
work correctly.

Variants and combinations of the two basic protocols above have
been proposed in Unique Objects literature, e.g., [35–37].

2.3 Security Features

No secret information in hardware. The most striking feature
of Unique Objects is that they contain no piece of information that
must remain secret, and which would have to be protected by costly
and laborious means. Their security rests not on the assumption that
some key or some other information about their structure remains
secret; rather, it is built on the hypothesis that it is infeasible to build
a clone of the object even if all its internal details are known. It is
based directly on the limitations of current nano-scale fabrication
methods.

Furthermore, a COA can even be verified for validity without
possession of any secret keys; any verifying party merely must hold
a public key to check the digital signature contained in the COA.
This allows the widespread distribution of labels and testing appa-
ratuses, without risking a global security break through secret key
compromise in either the labels or apparatuses, which is significant.



The only secret key that is required can be stored at the authority
that creates the signatures, where it can usually be protected much
better. The authenticated communication required in classic proto-
col (i) above can be established by typical cryptographic methods.
At the same time, parties using the system must rely on the integrity
of the measurement apparatus. This implies that remote authentica-
tion to a central authority by an untrusted terminal is not possible,
and therefore limits applicability of Unique Objects.

Structural sensitivity as a security benchmark. One critical
measure for the security of Unique Objects is their structural sen-
sitivity: How much are the output signal and the unique measured
fingerprints of the object affected if we change its inner structure
slightly, by a factor of δ, say? This parameter determines the level
of exactness that an adversary has to reproduce the Unique Object
in order to remain undetected. It can be employed as a benchmark
to rank competing candidates of Unique Objects.

Attacks on Unique Objects. The main attack on Unique Objects
is refabrication or cloning. It is not necessary to rebuild the original
with perfect precision; merely, a second structure needs to be fabri-
cated that generates the same measured fingerprint as the original
from the view of the measurement apparatus. This structure could
in principle have a totally different size, lengthscale, or appearance;
it might even be a smart, reactive system that artificially synthesizes
the correct response. Note that purely numerical modeling attacks
such as the ones executed on PUFs [54] are pointless and not appli-
cable to Unique Objects. Such attacks can help a fraudster to nu-
merically predict the (numerical) response of a PUF to a randomly
chosen challenge. But in case of UNOs, the attacker is assumed to
know these responses anyway; his task lies in fabricating a clone
that produces the same analog response upon measurement with an
external apparatus that he/she cannot influence. This is foremost a
physical manufacturing challenge, not a question of modeling.

Quantum systems vs. Unique Objects. Quantum systems, such
as polarized photons, were among the first systems whose inherent



physical features have been suggested for security systems [55] [56].
It is long known that the laws of quantum physics forbid the cloning
of a quantum system with an unknown state, for example of a photon
with an unknown polarization. Could a polarized photon hence be
interpreted as a specific object according to our definition, with its
unique property being the polarization angle? This is not the case:
One condition of the Unique Object definition is that the adver-
sary knows the unique properties of a Unique Object. But once the
polarization of the photon is known, many photons with the same
polarization state can be generated. Unique Objects thus relate on
a different type of unclonability than quantum systems.

3 Weak Physical Unclonable Functions
(Weak PUFs)

One class of Physical Unclonable Functions based on inherent device
variations are Weak PUFs. They exploit the disordered, unique, in-
ternal structure of the underlying fabric as a non-volatile memory for
storing the secret keys. In an ideal case, the volatile keys generated
by Weak PUFs upon power-up cannot be determined by external
and invasive attacks due to construction or tamper-proof properties
of the pertinent structure. Weak PUFs are also known under the
name of Physically Obfuscated Keys (POKs) [2].

The term Weak PUF was coined in [57] to refer to PUFs with
a limited number of challenge-response pairs (CRPs) in contrast to
Strong PUFs that contain many CRPs. The following specification
has it in greater detail.

1. Challenge-Response Pairs. A Weak PUF can be interrogated by
one (or a very small number of) fixed challenge(s) Ci, upon which
it generates response(s) RCi

that depends on its internal physical
disorder.

2. Key Derivation. The response(s) RCi
from a Weak PUF is (are)

exploited by the device for deriving a standard digital key that
can be used for security applications.

3. Practicality and operability. The generated response RCi
should

be sufficiently stable and robust to environmental conditions and
multiple readings.



Weak PUFs vs. UNOs. It is important and necessary to differ-
entiate Weak PUFs from Unique Objects: Applications of Unique
Objects require an adversarial model where Eve has time to inspect
all features of the Unique Object, and will often know its internal
structure and unique fingerprint. Furthermore, these unique prop-
erties are measured by an external apparatus. The exact opposite
holds for Weak PUFs: Their responses are measured internally, and
the derived key is kept secret in the embedding hardware.

3.1 History and Implementation Examples

V1 V2 Vj Vn

Drain Voltage

 ComparatorRandom Vi’s would result in FETs 

with different thresholds
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Output 

Signal
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Fig. 6. Array of ICID transistors producing a sequential random voltage proposed in
[58].

ICID PUFs. ICID is the first proposed and designed circuit struc-
ture for generating a Weak PUF (or random chip ID) based on pro-
cess variations [58]. They devised an array of addressable MOSFETs
(shown in Figure 6), with common gate and source and sequentially
selected drains driving a resistive load. Because of device thresh-
old voltage mismatches (resulting from process variation) the drain
currents are randomly different. Therefore, at each die, a unique se-
quence of random voltages would be generated at the load. ICID
exploits these unique sequences of random but repeatable voltages



to construct unique identification. In 0.35µm technology, the authors
reported about 10% false positive and false negative results for re-
peating random bits on their test circuits. Identification capability
can be improved by increasing the bit length.

Physically Obfuscated Keys (POKs). Under the name of a
Physically Obfuscated Key (POK), Gassend proposed a type of
Weak PUF that was built from the first integrated Strong PUF (see
Figure 8 in Section 3.2 for the architecture, and see Section 4 for
Strong PUF) [2]. The POK/Weak PUF would only utilize one (or a
small subset) of all possible challenges for a Strong PUF. This allows
using them exactly as a digital key that is more resistant to physical
attack, because it extracts its information from a complex physical
system.

SRAM-based PUFs. A commonly used candidate structure for a
Weak PUF exploits the positive feedback loop in an SRAM or an
SRAM-like structure. If a write operation is used, the cross-coupled
device starts transitioning to the inserted value, and the transition is
sped up by the positive feedback loop in the structure. When no write
operation is in place and the system is not in any of the states (initial
power up), the inherent small transistor threshold mismatches and
thermal and shot noise trigger the positive feedback loop so the
state would be in one of its two possible stable points (0 or 1). The
effects of common mode process variations including lithography,
and common mode noise (e.g., substrate temperature and supply
fluctuations) is similar on the differential device structure and does
not strongly impact the transition.

The idea of fingerprinting of semiconductor integrated circuits
using SRAM was originally suggested in a 2002 patent, but no ex-
perimental implementation data were included [59]. The work in [60]
constructed a custom-built array of SRAM-like cells that generated
random values based on threshold mismatches in 0.13µm technol-
ogy (Figure 7). Their experiments have shown a close to uniform
distribution of the bits (close to Normal distribution of Hamming
distances) and more than 95% bit stability. The work in [61] showed
that initialization of SRAM can produce a physical fingerprint for
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Fig. 7. The positive feedback loop created by the cross-coupled NOR (NAND) gates
is used for storing a 0 or a 1 in SRAM-like memory structures.

each chip. They have also shown that the fingerprints can pass the
standard NIST randomness tests for runs [61]. The authors in [57]
also exploit the initial state of the SRAMs in an FPGA to extract
IDs based on differential device mismatches. They coined the term
intrinsic PUF to refer to structures that do not need additional
circuitry for embedding the PUF.

Since not all FPGAs have SRAMs built in them, the work in [5]
proposed butterfly PUFs based on reconfiguring the FPGA cells to
construct two back-to-back NAND gates (in positive feedback mode)
similar to the SRAM structure. Note that the Butterfly PUF cannot
be considered intrinsic, since it should be custom configured the same
way as any other logic circuitry can be made on a reconfigurable
fabric.

Coating PUFs. Another construction of a Weak PUF is a coating
PUF that provides a practical implementation of read-proof hard-
ware. A read-proof hardware device has the property that once con-
structed, no outside entity can read (extract) information on the
data stored in the device. The authors in [62] introduced coating
PUFs as form of a protective coating that can be sprayed on the IC
and cover its surface. The coating is composed of a matrix material
doped with random dielectric particles (i.e., different kinds of par-
ticles of random shape, size and location with a relative dielectric
constant differing from the coating matrix’s dielectric constant). The



top metal layer of the IC contains an array of sensors that are used
to measure the local capacitance values of the coating.

One central property of a Coating PUF is their purported tamper
sensitivity: It is assumed that any tampering with the coating (such
as invasive penetration, or removal from the covered IC) strongly and
irrecoverably changes its properties. [62] has positively evaluated the
resilience of coating PUFs against some optical and invasive attacks.

Resistive PUFs. Another instance of silicon-based PUFs are based
on power distribution and resistance variation of chips that have
appeared in recent literature [63, 64].

3.2 Protocols, Applications, and Security

Secret key generation and storage. Weak PUFs provide a
method for secret key generation and storage based on random disor-
dered physical medium fluctuations. Therefore, any security protocol
that leverages the storage of a secret key can utilize a Weak PUF
in its flow. To our knowledge, the earliest security protocols and IP
protection applications based on Weak PUFs/POKs were presented
in [2, 65]. Other protocols and applications including metering and
RFID protection based on Weak PUFs were presented in [62, 66, 57,
5, 67].

Chip

Challenge PUF

Decrypter Microcontroller

Fuses

Encrypted 

ROM

Fig. 8. A POK built by using a Strong PUF proposed in [2].

IP protection application. Weak PUFs were proposed for pro-
tecting hardware IP and ICs against piracy. A proposed system for



protecting programmable hardware IP against piracy is shown in
Figure 8 taken from [2]. Assume that the design is a microcontroller
with a compression algorithm stored in ROM. A Strong PUF is hard-
wired with other functions on the chip to generate a k-bit keyK that
is the same for all chips to mitigate the cost. The challenges to the
PUF are also hardwired to be fixed. That PUF response is combined
with the contents of burned on-chip fuses through an exclusive-or op-
eration to produce K. A decoder uses K to decrypt the ROM con-
tent. By selecting the fuse bits one can generate the same decrypting
key K on all chips. The response never leaves the chip during the
decryption operation. Even if the state of all the fuses are discovered,
the key would remain secret.

Secure processor. Suh [65] describes how a Weak PUF can be em-
bedded in a secure processor which then can be used for applications
such as certified execution and software licensing. In one design, the
weak PUF is used to generate a seed for a public/private key pair.
The seed and private key are never exposed and the public key is
published and certified by a certification authority. In another, the
seed is used as a symmetric key to encrypt a secondary symmetric
key that is known to the user of the processor. Again, the seed re-
mains unknown, and is only used to encrypt a given secondary key
and decrypt the secondary key for internal use in secure execution.

Active IC metering. Another usage of Weak PUFs was for active
IC metering that protects the hardware against foundry piracy (over-
building) [66]. Here, the functional specification of the design in the
finite state machine (FSM) domain was modified. The alteration was
such that an exponential number of states were added to the design
with a low overhead. Hiding a state in the large state-space of the
FSM was later shown to be an instance of a provably obfuscatable
general output multi-point function. It was shown that the transi-
tions from the hidden state cannot be found by having access to the
layout and even access to the register’s contents that store the state.
Upon fabrication at the foundry, based on the Weak PUF’s response,
the design would be in one of the hidden obfuscatable states that
is called a locked state. This locked state can be read out by every-
body, but the passkeys to the functional (unlocked) state can only



be provided by the original designer who has access to the modified
FSM.

Security analysis. Weak PUFs are commonly attributed three ad-
vantages:

(1) They are harder to read-out than standard digital keys that are
stored permanently in non-volatile memory (NVM) since keys
only exist when the chip is powered.

(2) They can possess some natural tamper sensitivity, meaning that
any tampering with the device, or even with the hardware system
that embeds the PUF, alters the physical features of the device
and the key derived from them.

(3) They save on costs, since they avoid the process steps necessary
to include NVM in hardware systems.

Some of these assets must be analyzed further. Let us start with
advantage (1): Weak PUFs clearly avoid the long-term presence of
digital keys in NVM. But the security of a Weak PUF based hard-
ware still depends on the secrecy of a single digital key derived from
the Weak PUF, which is present for at least a short period after
its derivation from the PUF’s responses. This creates a single digi-
tal point of failure for the system. Weak PUFs furthermore cannot
alleviate the permanent presence of secret information in the hard-
ware in general: If an adversary knows the disorder or fabrication
mismatches that determine the responses of the Weak PUF, he may
simulate and derive these responses.

Further, Weak PUF based hardware may suffer from similar weak
spots as other systems built on standard binary keys. Side channel or
emanation analysis may be possible; and since the device will apply
some standard cryptoprimitives to K, its security will thus depend
on the same unproven computational assumptions as any classical
system built on digital keys.

Regarding the above asset (3), it must be stressed that error
correcting information is vital for Weak PUFs; any single bit flips
make the system not applicable any more. This necessitates the use
of accompanying error correcting information, which must be stored
in NVM of some form. To the asset of Weak PUFs, this storage can



be external and/or public; further, it need not be implemented in
the hardware that contains the Weak PUF.

4 Strong Physical Unclonable Functions
(Strong PUFs)

Immediately after the introduction of Weak PUFs or POKs, a second
class of PUFs was put forward [68, 69, 1, 70]. They have later often
been referred to as Strong PUFs, for example in [57, 71, 72].

In a nutshell, a Strong PUF is a disordered physical system with
a very complex input-output behavior that depends on its disorder.
The system must allow very many possible inputs or challenges,
and must react with outputs or responses that are a function of the
applied challenge and of the specific disorder present in the system.
The input/output behavior should be so complex that it cannot be
imitated numerically or by any other device.

More specifically, a Strong PUF is a disordered physical system
S with the following features:

1. Challenge-Response Pairs. The Strong PUF can be interrogated
by challenges Ci, upon which it generates a response RCi

that
depends on its internal physical disorder and the incident chal-
lenge. The number of CRPs must be very large; often (but not
always) it is exponential with respect to some system parameter,
for example with respect to the number of components used for
building the PUF.

2. Practicality and operability. The CRPs should be sufficiently sta-
ble and robust to environmental conditions and multiple readings.

3. Access mode. Any entity that has access to the Strong PUF can
apply multiple challenges to it and can read out the corresponding
responses. There is no protected, controlled or restricted access
to the PUF’s challenges and responses.

4. Security.Without physically possessing a Strong PUF, neither an
adversary nor the PUF’s manufacturer can correctly predict the
response to a randomly chosen challenge with a high probability.
This shall hold even if both parties had access to the Strong PUF
at an earlier time for a significant period, and could make any



reasonable physical measurements on the PUF, including (but
not limited to) determination of many CRPs.

The definition above is more qualitative than quantitative in or-
der to remain intuitive; a more formal and thorough definition can
be found in [72].

Unique vs. Weak vs. Strong. While a Unique Object must always
possess an external and a Weak PUF always an internal measure-
ment equipment, this is left open for Strong PUFs; both variants are
possible and have been realized in practice (see [68, 69] for an opti-
cal PUF with an external and [1, 73] for an electrical PUF with an
internal measurement apparatus). Unique Objects require a trusted
measurement apparatus whereas Strong PUFs once “bootstrapped”
(cf. Section 4.2) can be remotely authenticated with an untrusted
measurement apparatus. Another difference between Strong PUFs
and Unique Objects lies in the exact adversarial model and the rel-
evant security properties: While the adversary’s aim in the case of
Unique Objects lies in physically fabricating a clone device with the
same properties, his goal in the case of Strong PUFs is to learn
how to predict the input/output behavior of the Strong PUF. The
latter is a mixture of numerical assumptions and physical hypothe-
ses. This fact does not exclude that the same structure can be used
as a Unique Object and as a Strong PUF under different read-out
schemes, for example; but not every Unique Object is a Strong PUF
and vice versa.

Weak PUFs possess only a small number of fixed challenges,
whereas Strong PUFs have a very large number of challenges. In
Weak PUFs, the responses remain secret and internal. To the con-
trary, Strong PUFs allow free querying of their responses.

4.1 History and Examples of Strong PUFs

Optical PUF. The first implementation of a Strong PUF has been
suggested in [68] [69], albeit under the different name of a physical
one-way function. It consists of a transparent plastic token which
contains a large number of randomly distributed glass spheres as
shown in Figure 9. We call this implementation an optical PUF. An
individual, unclonable token is illuminated under different angles



 

Fig. 9. A 3D inhomogeneous transparent plastic token being optically challenged (il-
luminated under different angles and points of incidents) and produces an output in
form of an interference pattern. The output is hashed to produce a 2D image, which is
in turn filtered by a multiscale Gabor transform to produce a 1D key as proposed in
[69].

and points of incidence (which are regarded as the challenges of the
system), and produces an interference pattern, which is considered
the response of the system. We draw the reader’s attention to the
similarity in Figures 3 and 9. The main difference is a usage one:
optical PUFs are assumed to have a large number of challenges, and
a secret set of challenge-response pairs is stored in a central database.
Thus, optical PUFs can be remotely authenticated.

This construction is presumably secure (no attacks are known to
this date), but the measurement apparatus is external and relatively
large, potentially leading to practicality issues and stability problems
when the token is measured by different apparatuses at different
locations.

Arbiter PUF. Almost simultaneously to optical PUFs, the first
integrated electrical Strong PUFs including “Arbiter PUFs” were
put forward in [1] [73]. [1] is also the first publication that uses the
term PUF as a common abbreviation for the expressions Physical
Random Function and Physical Unclonable Function. Unlike optical



 

Fig. 10. (a) Demonstration of an arbiter’s operation: the relative time of signal arrival
at Line1 and Line2 would determine the value of the output bit; (b) Demonstration of a
selector’s operation: the selector bit would decide if the top and bottom lines continue
in the same order, or they switch places; (c) An arbiter PUF with 128 challenge bits
c0, . . . , c127 applied as the selectors to the switches. The switch selectors dynamically
configure two parallel paths with random delay differences that would form the response
generated by the arbiter [74]).

PUFs, silicon PUFs do not require external measurement equipment.
They are based on the runtime delay variations in electrical circuits.

In one implementation, an electrical signal is split into two par-
allel signals, which race against each other through a sequence of k
electrical components, for example, k multiplexers. This architecture
is shown in Figure 10. As shown in the figure, the challenges are ap-
plied to the selectors of the multiplexers. The exact signal paths are
determined by these challenge bits b1, . . . , bk applied at the multi-
plexers. At the end of the k components, an arbiter element decides
which of the two signals arrived first and correspondingly outputs a
zero or a one, which is regarded as the system’s response.

It was clear from the beginning that these first electrical candi-
dates were prone to modeling attacks as mentioned in [1]. Attacks
using machine learning algorithms have been carried out, see Section
4.2. In these attacks, the adversary collects many challenge-response
pairs (CRPs), and uses them to derive the runtime delays occur-
ring in the subcomponents of the electrical circuit. Once they are
known, simple simulation and prediction of the PUF becomes pos-
sible, breaking its security. One reason why these attacks worked so
well lies in the fact that plain Arbiter PUFs have relatively simple



linear models, in which the delay of each of the two signals can be
approximated as the linear sum of the delays in the subcomponents.
This makes standard machine learning algorithms applicable to the
problem.

 

Fig. 11. (a) An arbiter PUF wtih added XORing of two arbiter outputs; (b) Feedfor-
ward PUF.

Variants of the Arbiter PUF. The above issues naturally led
to the introduction of non-linear electrical PUFs, for example, XOR
arbiter PUFs, Lightweight Secure PUFs and Feedforward Arbiter
PUFs [11, 75, 76, 74]. In an XOR arbiter PUF, multiple arbiter out-
puts are XOR’ed to form a response. In Figure 11(a), an example is
shown where two arbiter outputs are XOR’ed. In the Feedforward
Arbiter PUF, the output of intermediate multiplexer(s) on the signal
paths are input to so called Feedforward arbiter(s). The Feedforward
arbiter output is then fed to the input of another multiplexer forward
on the signal path. In Figure 11(b), an example of a Feedforward
arbiter structure is shown. All of the aforementioned structures em-
ploy the basic Arbiter PUF architecture, but refine its architecture
by introducing additional, non-linearities. These structures showed a
significantly higher resilience against machine learning attacks, but
still could be attacked up to a certain level of size and complexity
[77, 54].

Arbiter PUFs and their variants have been shown to have small
and stable integrated electrical implementations and have been com-
mercialized [78].

Legacy PUFs. [80] has proposed using the ICs’ timing path signa-
tures that are unique for each state-of-the-art CMOS chip (because
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Fig. 12. The glitch PUF architecture samples the glitches on the path and the arrival
of a glitch compared to a clock signal generates the response bits in the FFs [79].

of process variations) as a PUF. The work in [81, 82] has shown that
all ICs that are fabricated in new CMOS process nodes that contain
nontrivial process variations have a unique signature that can be
extracted using noninvasive methods by the structural side channel
tests such as IDDT, IDDQ, or delay tests. They have shown a uni-
fied gate-level characterization of the signatures for all side-channels
that could be used as a compact representation. It was shown that
statistical signal processing methods can be adopted for ensuring
rapid and robust characterization [83–87]. The interesting aspect of
this line of work is that the signatures are intrinsic to all legacy ICs,
and there is no need for insertion of additional circuits or structures
by the manufacturer or other parties who are interested in verifying
the chip’s authenticity by its specific signature. Therefore, it can be
readily used for digital rights management of integrated circuits in
the supply chain and for anti-counterfeiting protection.

Analog PUF family. New, recent suggestions for Strong PUFs
have tried to exploit the analog characteristics of electrical signals,
such as in analog cellular arrays [88]. The system suggested in [88]
imitates optical wave propagation in an electrical cellular non-linear
network, transferring the known complexity of optical PUFs into
electrical circuits. Another non-linear electrical suggestion is [79]
that is based on the nonlinear propagation of glitches on a logic
path. Figure 12 demonstrates the architecture of the glitch PUF
system, where the glitches based on the delay difference between
the signal path and the clock signal are stored in the response FFs.



Finally, integrated optical PUFs have been proposed [89], but their
security seems suspect if merely linear scattering media are used (see
appendix of [90]).

4.2 Protocols, Applications, and Security

Protocols and applications. The archetypical application of
Strong PUFs is the identification and authentication of hardware
systems (or other security tokens such as credit cards) [69] [68] [1].
The corresponding protocols are usually run between a central au-
thority (CA) and a hardware/token carrying a Strong PUF S. One
assumes that the CA had earlier access to S, and could establish
a large, secret list of challenge-response-pairs (CRPs) of S using a
trusted external measurement apparatus in the case, for example, of
an optical PUF. This step is usually referred to as bootstrapping.
Whenever the hardware, possibly at a remote location, wants to iden-
tify itself to the CA at some later point in time, the CA selects some
CRPs at random from this list, and sends the challenges contained in
these CRPs to the hardware in the clear. The hardware applies these
challenges to S, and sends the obtained responses to the CA, also in
the clear. If these responses closely match the pre-recorded responses
in the CRP-list, the CA believes the identity of the hardware. Note
that each CRP can only be used once, whence the CRP-list shrinks
over time, and needs to be large. As noted above, an exact match
is not required, and a certain level of noise in the responses can be
tolerated.

Another application that has been mentioned is key exchange or
key establishment based on Strong PUFs [69]; a formal protocol has
been given in [89]. However, it has been shown in [91] that such key
exchange protocols can suffer from problems regarding their forward
secrecy and their repeated use for session key exchange. [91] also
proposed a new type of PUF that can fix this issue, called erasable
PUFs. We note that this new type of erasable PUFs is different than
the earlier FPGA PUFs that could be configured and erased for each
authentication session [77, 92].

The above protocols give Strong PUFs broad cryptographic ap-
plicability. They can be employed for any application which requires



the above cryptographic tasks, often without storing explicit digital
keys in the hardware containing the PUF.

Security features and Attacks. Attacks on Strong PUFs will
either try to build a physical clone, i.e., a second physical system
that behaves indistinguishably from the original PUF, or a digital
clone, i.e., a computer algorithm that imitates the PUF’s challenge-
response behavior.

It has been rightfully stressed in early publications on Strong
PUFs [68, 69] that they can avoid the classical, well-known number-
theoretic assumptions in cryptographic protocols. But is the security
of Strong PUFs entirely free of computational assumptions, and can
it merely be built on their internal entropy and randomness? It is
known that the maximal amount of randomness or entropy in a phys-
ical system is polynomially bounded in the size of the system [93,
71, 72]. This implies that the overall number of possible challenges
of many PUFs is larger than their entropy. In particular, this obser-
vation necessarily holds for any PUFs with an exponential number
of challenges.

An adversary therefore often merely needs to gather a small sub-
set of all CRPs of a Strong PUF to obtain (at least indirect) knowl-
edge about all CRP-relevant information/entropy contained in the
PUF. Once he has gathered such a subset, it is merely a computa-
tional assumption that he cannot derive an internal PUF model from
it which allows PUF prediction. For example, he could set up a sys-
tem of (in-)equations from the CRP subset, whose variables describe
the inner PUF structure. If he can solve this system of (in-)equations
efficiently, he can break the PUF. The hypothesis that he will not
be able to do so is just another type of unproven computational
assumption.

This perhaps surprising observation is not just a theoretical con-
cern. The modeling attacks presented in [2, 75, 94–96, 71, 77, 54] are
practical, and prove the basic feasibility and effectiveness of such
attacks. They also exhibit that such attacks reach their limits when
the involved computations become too complex; for example, the au-
thors of [54] could not attack XOR arbiter PUFs with k > 6 XORs
because the complexity grew exponentially in k.



In other words, the security of many Strong PUFs is dependent on
the underlying computational assumptions. In favor of Strong PUFs,
it must be said that these assumptions are independent of the clas-
sical number-theoretic assumptions such as the factoring or discrete
logarithm function, and that Strong PUFs can help to establish an
independent basis for cryptography and security. Furthermore, they
have other security advantages, as discussed in the remainder of this
section. The only subtype of Strong PUFs whose security is strictly
independent of computational assumptions are SHIC PUFs [10, 97,
98]. The price they pay for this feature is an intrinsically slow read-
out speed and a comparably large area consumption.

This brings us to another central point related to Strong PUF se-
curity. Strong PUFs avoid the use of explicit digital keys in hardware.
But do they avoid the presence of secret information in hardware in
general? Once the internal configuration of a Strong PUF has be-
come known, an adversary will almost always be able to predict and
hence break the PUF. To illustrate our point, consider the Arbiter
PUF and its variants: Once the internal runtime delays have become
known, the structure can be fully predicted and broken. Therefore
Strong PUFs, just like classical cryptosystems, often depend on the
assumption that some internal information remains secret. In their
favor, this information is arguably hidden better than if stored ex-
plicitly in the form of a digital key. F will usually be known to the
adversary and efficiently computable.

Security benchmarks. Natural security benchmarks for Strong
PUFs must evaluate the complexity of their challenge-response be-
havior and their resilience against modeling attacks. To this end,
various measures have been proposed: (i) Theoretical analysis of the
overall internal entropy of the PUF [69]. (ii) Theoretical analysis of
the entropy / information-theoretic independence of the CRPs [99–
101]. (iii) Empirical, statistical analysis of large CRP sets by statis-
tical tools and compression algorithms [95, 102, 103]. (iv) Empirical
analysis by assessment of machine learning curves over instances of
increasing size and complexity [95, 103].

Let us briefly discuss these approaches. One downside of (i) is
that it usually does not consider the CRP-relevant entropy, but the
general entropy of the system, which is often very much larger. (ii)



is a suitable measure. On the downside, it can be difficult to derive
theoretically, and does not take into account computational aspects.
(iii) and (iv) are easy to apply and generic tools, but do not provide
definite security guarantees. (iii) does not require an generic model of
the PUF (such as the linear additive delay model for arbiter PUFs),
while method (iv) needs such a model before it can be applied.

5 Controlled Physical Unclonable Functions
(CPUFs)

5.1 Specification of Controlled PUFs

Let us start by specifying the notion of a Controlled PUF: A Con-
trolled Physical Unclonable Function (CPUF) is a PUF that has been
bound with an algorithm in such a way that it can only be accessed
through a specific Application Programming Interface (API).

The main problem with (uncontrolled) Strong PUFs is that any-
body can query the PUF for the response to any challenge. To engage
in cryptography with a PUF device, a user who knows a CRP has
to use the fact that only he and the device know the response to
the user’s challenge. But to exploit that fact, the user has to tell the
device his challenge so that it can get the response. The challenge
has to be told in the clear because there is no key yet. Thus a man
in the middle can hear the challenge, get the response from the PUF
device and use it to spoof the PUF device.

Clearly the problem in this attack is that the adversary can freely
query the PUF to get the response to the user’s challenge. By us-
ing a CPUF in which access to the PUF is restricted by a control
algorithm, this attack can be prevented. The API through which
the PUF is accessed should prevent the man-in-the-middle attack
we have described without imposing unnecessary limitations on ap-
plications.

5.2 History and Implementation

CPUFs can perform all operations that a Strong PUF can perform.
While the details of various CPUF APIs are beyond the scope of
this paper, useful APIs have been developed [70, 104] that satisfy
the following properties:



1. Access Control. Anybody who knows a CRP that nobody else
knows, can interact with the CPUF device to obtain an arbitrary
number of other CRPs that nobody else knows. Thus users are
not limited to using a small number of digital outputs from the
PUF. Moreover, if one of these new CRPs was revealed to an
adversary, transactions that use the other CRPs are not compro-
mised. This is analogous to key management schemes that use
session keys derived from a master key.

2. Secret Sharing. Anybody can use a CRP that only they know to
establish a shared secret with the PUF device. Having a shared
secret with the PUF device enables a wide variety of standard
cryptographic primitives to be used.

3. Control Algorithm. The control algorithm is deterministic. Since
hardware random number generators are sensitive and prone to
attack, being able to avoid them is advantageous.

4. Cryptographic Primitive. The only cryptographic primitive that
needs to be built into the control algorithm is a collision resistant
hash function. All other cryptographic primitives can be updated
during the lifetime of the CPUF device.

By selecting an appropriate API, a CPUF device can be resistant
to protocol attacks. With careful design, Optical and Silicon PUFs
can be made in such a way that the chip containing the control logic
is physically embedded within the PUF: the chip can be embedded
within the bubble-containing medium of an Optical PUF, or the de-
lay wires of a Silicon PUF can form a cage on the top chip layer.
This embedding should make probing of the control logic consid-
erably more difficult, as an invasive attacker will have to access the
wires to be probed without changing the response of the surrounding
PUF medium.

The PUF and its control logic have complementary roles. The
PUF protects the control logic from invasive attacks, while the con-
trol logic protects the PUF from protocol attacks. This synergy
makes a CPUF far more secure than either the PUF or the con-
trol logic taken independently. Figure 13 demonstrates an example
architecture of how a controlled PUF can be used for improving a
PUF. A random hash function is placed before the PUF to prevent
the adversary from doing a PUF chosen challenge attack. So a model-
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Fig. 13. An example architecture for a controlled PUF proposed in [70].

building adversary is prevented from selecting challenges that allow
him to extract the PUF parameters. To ensure response consistency,
an Error Correcting Code (ECC) is used. An output random hash
function is used to decorrelate the response from the actual physical
measurements, and therefore rendering a model-building adversary’s
task even harder.

5.3 Protocols, Applications, and Security

Because there is no algorithmic way to tie together all the keys pro-
duced by a device, the device will have to take an active part in
protocols like certificate verification, that would not usually need
any device involvement. This limitation is offset by a decreased vul-
nerability to invasive attacks.

There are many applications for which CPUFs can be used, and
we give two examples here. Other applications can be imagined by
studying the literature on secure coprocessors, in particular [105].
We note that the general applications for which this technology can
be used include all the applications today in which there is a single
symmetric key on a chip.

A bank could use certified execution to authenticate messages
from PUF smartcards. This guarantees that the message the bank
receives originated from the smartcard. It does not, however authen-
ticate the bearer of the smartcard. Some other means such as a PIN
number or biometrics must be used by the smartcard to determine
if its bearer is allowed to use it. If the privacy of the smartcard’s
message is a requirement, then the message can also be encrypted.



A second application is for computers that implement private
storage [106–112]. A program wishing to store encrypted data in
untrusted memory uses an encryption key which depends uniquely
on the PUF and its program hash. This requires a CPUF in order
to accomplish the unique dependency. This idea is implemented in
the AEGIS processor [112, 113].

Physically obfuscated keys generated from Weak PUFs seem to
increase the difficulty of an invasive attack, but they still have a
single digital point of failure. When the device is in use, the single
physically obfuscated master key is present on it in digital form. If
an adversary can get that key he has totally broken the device’s se-
curity. CPUFs exploit the parameterizability of the complex physical
system like Strong PUFs do. For each input to the physical system, a
different key is produced. Thus the complexity of the physical system
is exploited to the utmost.

As noted previously one difficulty with Weak PUFs is that their
output is noisy. For use in cryptography, we need error-correction
which does not compromise the security is required. For Weak PUFs
only one response has to be made noise-free, for CPUFs many re-
sponses have to potentially be corrected. We need to store an error
correcting syndrome with each challenge-response pair. Secure and
robust error correction has been considered for Weak PUFs (see [7])
but these schemes need to be efficiently generalized to CPUFs.

6 Emerging PUF Concepts

There are a number of new concepts that have emerged in the area
of PUFs, and the pace of innovation is rapid. We mention interesting
new concepts proposed in the past couple of years in this section,
and address ongoing research challenges in Section 7.

6.1 PUFs with Secret Models

In classical identification schemes based on Strong PUFs, the verifier
must possess a large list of CRPs that have been pre-measured in a
secure bootstrapping phase [68, 1]. The challenges sent to the prover
are chosen randomly from this list, and the responses obtained from
the prover are verified for correctness against this list. Since the list



must suffice for the lifetime of the device, it must be large, which
imposes uncomfortable storage requirements on the verifier.

It has been independently observed by [114, 115, 77] that such
storage requirements may be lifted if the verifier instead stores a
secret model for the PUF, by which he can simulate and predict ar-
bitrary responses of the PUF. Such secret models can furthermore
allow the offline verification of a PUF’s identity, i.e., they can enable
identification protocols that are run without an online connection to
a trusted authority holding a CRP-list. The underlying PUF primi-
tive could be called Secret Model PUF or SM PUF, for short.

Secret Model PUFs are a very useful concept that leads to im-
proved practicality features and new protocols. They do not lift two
important constraints of Strong PUFs, though: First, the model itself
must be kept secret, similar to a secret key. They therefore require
the authenticating entity to store a symmetric key to decrypt the se-
cret model stored in encrypted form on the PUF device. Second, SM
PUFs still contain some secret information, namely the information
that was used to set up the secret model (for example the internal
runtime delays). These two requirements are only overcome by the
concepts proposed in the next subsections 6.2 and 6.3.

6.2 Timed Authentication

For certain implementations of Strong PUFs, the real-time interval
in which the PUF generates its responses may be noticeably shorter
than the time that any numerical model or purported clone would
require to the same end.

In a PUF-related context, this observation has first been stated
in [77]. They noted that for certain FPGA-based PUFs, only the
authentic hardware would be able to generate the response in a min-
imum number of cycles, and that a model built based on the device
characteristics would likely be slower in finding the response to a
given challenge (compared to the original device). They proposed
an authentication protocol that exploits this unique property of the
original FPGA device: A time-bound set by the protocol for obtain-
ing the correct response after applying a random challenge ensured
that only the authentic device could respond. This scheme has been
referred to as Timed Authentication (TA) in [77].



[77] suggests an “asymmetry” in the timed computational ca-
pabilities of the authentic device compared to other entities. This
asymmetry was elaborated on for thwarting the modeling attacks.
However, the proposed protocol is a symmetric key like scheme, since
it requires a secret list of CRPs. It was noted that asymmetry can
lift the feature that the internal configuration of the PUF-hardware
must remain secret. Think of the optical PUF introduced in Sec-
tion 4.1 as an example: Even if the position of all internal scattering
elements/bubbles was known to an adversary, he would still find
it hard to simulate the complex input-output behavior of the scat-
tering medium in real-time. The same holds for the FPGA-based
implementation of TA discussed in [77].

6.3 PUFs with Public Models

Section 6.1 told us that a secret model for a Strong PUF can re-
place the CRP list. Section 6.2 described that certain Strong PUFs
operate faster than any adversarial model and emulation. Both con-
cepts can be combined to enable PUFs with simulation models that
can be made public (and hence can be simulated by everyone), but
which still operate faster than any clone or model (including the
public model, of course). The manufacturer or some other entity can
tie the model to the respective PUF, by, for example, signing the
model, or keeping it in a trusted public register. This allows every-
one to simulate the responses of the PUF with some time overhead.
Only the party holding the PUF can determine the PUF’s responses
fast, i.e., within a certain time bound, by a physical measurement
on the PUF. This allows public key like functionalities and proto-
cols. Hardware systems based on such a concept have the further
intriguing advantage that they can eradicate the presence of any
form of secret information in the cryptographic hardware, while still
being usable in typical digital network applications such as remote
identification and message authentication.

History. The concept of PUFs with public models has been in-
troduced and developed independently in several lines of research.
Under the name of a Public PUF (PPUF), this primitive has been
introduced in [116–118], building on a hardware concept that had



been published earlier [119, 120, 81, 77]. Protocols and applications
of PPUFs have since been developed [117, 118, 121]. Under the name
of a SIMPL system, the same concept was put forward completely
independently in [122, 123]. Implementations, protocols and appli-
cations of SIMPLs have been elaborated on in [124–127, 90, 128]. In
another line of research, the concept of PUFs with public models
has been made explicit with implementation results on FPGAs un-
der the name Time-Bounded Authentication (TBA) in [92, 9]; this
builds on the concept of TA treated in the last section [77].

6.4 Quantum Readout PUFs

[129] proposed modifying the challenge-response mechanism of a
PUF with quantum states, called a Quantum Readout PUF [130].
The properties of the quantum states prevent an adversary from
intercepting the challenges and responses without modifying them.
Thus, there is no need for a trusted location for bootstrapping. How-
ever, no proof-of-concept implementation or practical architecture
for this structure has been proposed to date. Finally, interfacing the
quantum readout device to the regular PUF is likely a challenge.

6.5 SHIC PUFs

A final recent concept are PUFs with Super-High Information Con-
tent, abbreviated SHIC PUFs 1 [10, 97, 98]. SHIC PUFs are Strong
PUFs whose large number of CRPs are pairwise independent in an
information-theoretic sense. Unlike other Strong PUFs, this allows
them to become independent of computational assumptions in their
security. The price they pay is a relatively large area consumption
and slow read-out speed on the order of 102 to 104 bits per second.
SHIC PUFs are unlikely to be used in low-cost commercial applica-
tions in the near future, since there are other, more favorable solu-
tions to this end. But they represent an intriguing theoretical tool,
since they are a variant of Strong PUFs with information-theoretic
security. Furthermore, investigating their optimal implementation is
rewarding from a technological perspective, since it relates to funda-
mental technological questions such as “How much random informa-
tion can we store and reliably extract from a solid-state system?”,

1 SHIC PUFs are to be pronounced as “chique PUFs” according to [10].



and “How can we make the speed in which information is released
from a solid-state system inherently slow?”.

7 Future Research Topics

7.1 Open Public PUF Questions

The main open questions related to PUFs with Public Models con-
cern their hardware realization:

– How can it be guaranteed that the model requires more time to
simulate than the PUF device requires to return a response?

– How can it be guaranteed that a well-equipped adversary for sure
takes longer than the PUF device, while any poorly equipped
honest party can simulate the response in feasible time in the
course of a communication protocol?

– Can the model be close enough to the PUF so that an adversary
finds it difficult to physically clone the PUF, but loose enough
to allow for variation due to environmental conditions of PUF
responses?

While there have been many recent proposals for timed authen-
tication, we are not aware of any implementation that definitively
settles the above questions. This leaves strong potential for future
research. If a workable, small and inexpensive implementation of
PPUFs, SIMPL systems or TBA systems is found eventually, or if
one of the existing implementations is shown to possess all necessary
properties, this would have a massive impact on the way we perform
cryptography and construct security hardware.

7.2 Efficient Hardware Implementations: Overhead
versus Security

Recent work has discussed how it could be possible to safeguard
PUFs against reverse-engineering and modeling attacks [77, 54, 88,
10, 97, 98]. However, most methods that aim at protecting against
such attacks add strongly to the power, size, delay, instability, or
cost overhead of the system. Also techniques for ensuring the tamper-
proof properties, such as inaccessibility of the Weak PUF, would re-
quire addition of tamper-proof circuitry and material to the devices.



One major future research topic is how the security of Strong PUFs
and/or the tamper sensitivity of Strong PUFs and Weak PUFs can
be realized with a minimal hardware overhead. These future research
questions naturally relate to circuit design and, concerning tamper
sensitivity, also to the material sciences.

7.3 Error Correction and Practical Operability

A suite of security applications of PUFs, such as secret key genera-
tion by Weak PUFs, require full and error-free reconstruction of the
keys. However, environmental conditions and aging may affect the
measured responses in strong ways. Methods for compensation of
such effects, such as circuit reliability enhancement techniques, error
correction and secure sketches, are being developed [2, 131, 8, 4, 5,
7]. Further development of methods that ensure robustness of PUFs
with a limited amount of leaked information is of great interest. One
key challenge is that the maximum number of unpredictable bits
should be known at the design time. If the unpredictability exceeds
the bound set at the time of design, the error correction method
would not be able to compensate for the errors. Therefore, care-
ful experimental studies for each new PUF structure are needed for
characterizing the performance under different temperature, voltage,
and/or other environmental and operational conditions, constituting
a future area of active and fruitful interplay between hardware anal-
ysis and error correction techniques.

7.4 IC Metering and Counterfeit Detection

A counterfeit product is an illegal forgery or imitation of an original
design. Because of the dominance of the contract foundry model, IP
sharing/reuse, and outsourcing, the electronic products are increas-
ingly vulnerable to piracy attack and counterfeiting. IC metering is
a set of security protocols that enable the design house (authentic IP
owner) to achieve post-fabrication control over their ICs [119, 132, 66,
133]. In passive IC metering, the IP rights owner is able to identify
and monitor the devices [119, 132]. Passive metering can be directly
enabled by certain types of PUFs. In active IP metering, in addition
to identification and monitoring, the IP rights holder can actively



control, enable/disable, and authenticate a device [66]. We refer the
interested readers to Chapter 8 of this book for a comprehensive sur-
vey of this topic. Addressing piracy attacks is notoriously hard since
the adversaries are often financially strong, technologically advanced
and informed of the design details. A set of open research questions
have to do with developing security methods, PUF architectures,
and controlled PUF protocols that can directly address the piracy
attack models and counterfeiting.

7.5 Attacks and Vulnerability Analysis

To date, a number of attacks and countermeasures for PUFs are
reported, see for example the detailed discussions in Section 4.2.
However, PUFs have yet to undergo more refined cryptanalysis and
evaluation of physical and side-channel attacks by a large community
of researchers, similar to the way many traditional cryptographic
primitives and protocols have been analyzed and attacked. For PUFs
to be widely accepted, this seems to be a central future task that
needs to be performed.

7.6 Formalization and Security Proofs

One relatively untouched area within physical cryptography and
PUFs are the foundations of these fields. Formal definitions and se-
curity proofs for PUF-based protocols are just about to develop. For
example, [71, 72] provide a thorough discussion of existing PUF def-
initions. [72] give new formal definitions for Strong PUFs that lead
to a first reductionist security proof for a Strong PUF-based identifi-
cation scheme. This type of work will likely prove essential for sound
future development of the field, and will represent one of the major
upcoming research topics within the area.

7.7 New Protocols and Applications

Up to now, PUFs and UNOs have mainly been used for authenti-
cation and identification purposes, and have mainly been seen as
a security tool. But recently, a fundamental result indicated that
PUFs possess a strong cryptographic potential: Oblivious transfer
(and all protocols that can be derived from it) can be realized by



Strong PUFs [134]. Protocol design and optimization will thus be
active future research topics.

8 Conclusion

Security and protection based on random physical media and objects
is a fast-growing field that has recently enjoyed considerable research
interest. Ensuring authenticity, security, protection, and integrity of
data, hardware and software intellectual property, computers, net-
works, identities, and cyber-physical systems is a standing challenge.
Traditional digital methods for these tasks often rely on digital la-
bels or digitally stored secret keys that are vulnerable to forging,
cloning, and other attacks. As discussed extensively in the previous
sections, the unique and unclonable character of disordered physical
structures can be exploited to address many of the vulnerabilities of
these traditional concepts.

This chapter presented a new classification for the area of physical
disorder based cryptography and security. We dealt with disorder-
based identification, authentication, and other security methods. We
then focused on four new classes of security devices based on phys-
ical disorder: Unique Objects, Weak Physical Unclonable Functions
(Weak PUFs), Strong PUFs, and Controlled PUFs. Alongside with
defining each class and discussing the history and relevant work, we
described existing hardware implementations of these novel security
primitives. We discussed emerging concepts in the area, including
Timed Authentication and Public PUFs and SIMPL systems. We
complemented the chapter by a treatment of future research chal-
lenges, which could prove helpful as a guideline to graduate students
or anyone who wants to conduct research in the area.
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