
IEEE TRANSACTIONS ON NANOTECHNOLOGY, VOL. 10, NO. 3, MAY 2011 489

Applications of High-Capacity Crossbar
Memories in Cryptography
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Abstract—This paper proposes a new approach for the construc-
tion of highly secure physical unclonable functions (PUFs). Instead
of using systems with medium information content and high read-
out rates, we suggest to maximize the information content of the
PUF while strongly reducing its readout frequency. We show that
special, passive crossbar arrays with a very large random infor-
mation content and inherently limited readout speed are suited to
implement our approach. They can conceal sensitive information
over long time periods and can be made secure against invasive
physical attacks. To support our feasibility study, circuit-level sim-
ulations and experimental data are presented. Our design allows
the first PUFs that are secure against computationally unrestricted
adversaries, and which remain so in the face of weeks or even years
of uninterrupted adversarial access. We term the new design prin-
ciple a “SHIC PUF,” where the acronym SHIC stands for super
high information content.

Index Terms—Crossbar memories, nonvolatile memories, phys-
ical cryptography, physical unclonable function (PUF).

I. INTRODUCTION

PHYSICAL unclonable functions (PUFs) are emerging as a
new, powerful approach to cryptography and security ap-

plications [1]–[7]. Ideally, the security of a PUF should stem
from the physical irreproducibility (or uniqueness) and the in-
ternal complexity of micro- or nanoscale physical systems. It
should be based on the hard technological limitations and the
formidable costs related to characterizing and remanufactur-
ing physical objects with nanoscale precision. Contrary to the
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largest part of mathematical cryptography, its security should
not depend on the computational power of the adversary, and
should ideally not be vulnerable against the development of
more efficient breaking algorithms or increasingly powerful
computers.

Historically, the first PUFs were optical systems [1], which
exhibited complex internal behavior and high structural infor-
mation content, but required sensitive and expensive readout
machinery. One much discussed recent possibility is to build
on-chip PUFs from integrated electrical circuits [2], [3]. For
example, the individual, subnanosecond delays between units
of an readout machinery can carry a signature that is unique to
each circuit. Nevertheless, it turns out that many of the currently
suggested PUF circuits can be machine-learned [4], [5] in order
to model their behavior. This allows the construction of an im-
itation device that behaves indistinguishably from the original
circuit and which breaks its security.

It can be argued that most of the so far proposed architectures
suffer from a common problem: the quantity of structural infor-
mation that is effectively extracted from the object is too low
to fully rule out machine learning or other algorithmic attacks.
For the currently known circuit implementations, the “useful”
amount of information is on the order of a few parameters (some
real numbers with a limited precision) per circuit block, with
the number of blocks being on the order of several hundred.
For the entire circuit, the relevant information content is, there-
fore, presumably less than 1 kB. Optical PUFs [1] hold more
structural information, but not dramatically: the number of scat-
tering particles used in [1] is on the order of 105 , even if the
speckle pattern is very sensitive to their precise location. Due
to these facts, the security of current PUF implementations is in
principle susceptible to algorithmic attacks just as mathematical
cryptography, and eventually rests on unproven computational
complexity assumptions too.

In this paper, we propose a different approach to physical
cryptography: we suggest circuits that maximize the effectively
extractable structural information content of a physical system
while drastically reducing the readout speed. We term this new
concept a “SHIC PUF” (pronounce as “chique PUF”), where
SHIC stands for super high information content. It allows the
design of PUFs that remain secure over very long time peri-
ods, and which are naturally immune against any algorithmic
attacks, including any machine-learning techniques. Their secu-
rity can even withstand attackers with unlimited computational
power. At the same time, the reduced readout speed does not
restrict their usability in many relevant applications such as key
exchange or credit cards.

1536-125X/$26.00 © 2010 IEEE
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Since memory circuits are naturally optimized to densely hold
a large amount of information, it is straightforward to think of
a specially designed memory as a promising way to implement
SHIC PUFs. Indeed, we show that suitably designed solid-state
memories can serve very well for that purposes.

The paper is organized as follows: the reader is provided with
background on PUFs in Section II. The special requirements for
a memory that can be used as a SHIC PUF are given in Sec-
tion III. We argue in Section IV that passive crossbar memories
represent the solution with highest security and lowest cost for
a 2-D IC technology. In Section V, we show that with realistic
device characteristics the readout from the crossbar will work
reliably, and Section VI demonstrates that the crossbar can be
made as slow as desired. Section VII outlines some specific ma-
terial systems and realization possibilities. In Section VIII, we
discuss preliminary experimental results. Section IX discusses
a few implementation variants and the eventual limits of our
approach. We summarize our study in Section X.

II. STATE OF THE ART ON PUFS

A PUF is a physical system that maps challenges Ci to re-
sponses RCi

, and which meets the following security feature:
even if an adversary Eve (E) has unrestricted access to the PUF
for a limited time period t, and even if Eve is provided with a
large number of challenge-response pairs (Ci,RCi

) of the sys-
tem, it must still be impossible for her to fully characterize, learn,
or understand the behavior of the system. After access to the PUF
has been withdrawn, Eve should have a relatively low chance of
predicting the correct response RCi

to a randomly chosen, ear-
lier unknown challenge Ci . Eve’s actions during access are not
restricted to determining as many standard challenge-response
pairs (Ci,RCi

) as possible, but she can perform arbitrary phys-
ical measurements on the system. This concept has at times also
been referred to as a Strong PUF [8]; we use both expressions
synonymously in this manuscript.

A simple and illustrative PUF-based cryptographic protocol
that can be used for the identification of hardware systems or
other entities is the following: in a presetting phase, a central
authority CA measures some randomly selected (Ci , RCi

) pairs
of the PUF, and stores them in a secret list. Subsequently, the
PUF is embedded in a hardware system S, or on a personal
security token, and is released to the field. If the system S later
wants to identify itself, the CA chooses some earlier measured
challenges Ci at random, and sends them to S. If S answers
with the correct responses RCi

, then the CA can be certain that
she is indeed communicating with S.

Typically, only a very small subset of the possible (Ci , RCi
)

pairs is used for the secret list of the CA and in the communi-
cation of the CA and the device. In contrast, the adversary E
must know all (or almost all) possible (Ci , RCi

) pairs in order
to falsely claim ownership of the PUF. This is due to the fact
that E has no way of knowing, which are the Ci challenges that
the CA uses for testing.

The advantage of the described protocol is that it avoids the
storage of digital keys in hardware systems, where they often be
readout easily by invasive, side channel, or virus attacks. It also

Fig. 1. Illustration of the arbiter PUF.

obviates the execution of computationally intensive asymmetric
cryptoschemes in mobile device, since the security of the afore-
mentioned scheme is built solely on the high challenge-response
complexity of the PUF.

The first concrete implementation of a PUF was proposed
in [1] and consists of an optical token with a very large number
of randomly distributed light scatterers. A laser beam directed
toward the token creates an interference pattern on a subsequent
screen. One usually regards the angle and point incidence of the
laser beam as the challenge Ci of this PUF, while the interfer-
ence pattern (or a suitably chosen image transformation of it) is
interpreted as the response RCi

. The described PUF offers quite
high internal complexity and security, but it is also quite imprac-
tical, with its readout apparatus being external, large, expensive,
and sensitive to perturbations.

One important integrated, electrical example is the so-called
arbiter PUF illustrated in Fig. 1. It consists of a sequence of k
multiplexers, which are conditioned by a sequence of external
bits X[1], . . . , X[k] [2], [3]. The incoming signal is split into
two signals, which race against each other on two paths that are
determined by the values of the X[i]. At the end of the structure,
an “arbiter” consisting of a latch determines whether the top or
bottom path arrived first, and correspondingly outputs a zero
or a one. The arbiter PUF thus maps a k-bit input challenge
Ci = X[1], . . . , X[k] to a 1-bit response RCi

. Unfortunately,
the effectively extracted information content is relatively low,
and amounts just to a few delay values per multiplexer stage.
This results in security problems; the arbiter PUF [4], [5] and
also all subsequently improved versions (XOR arbiter, feed-
forward arbiter) have been broken successfully by machine-
learning algorithms [6].

Applications that have been proposed for PUFs are secure
credit cards, access cards and passports, unforgeable labels
for valuable goods, identification of entities in insecure net-
works, secure key exchange, and tamper-sensitive hardware.
PUF-like structures called physically obfuscated keys have
been used in the context of tamper-sensitive hardware and IP
protection.

It is an open research problem to find integrated electrical
PUFs that can reach the complexity of known optical imple-
mentations [1]. Furthermore, one would ideally like to develop
PUFs whose security is strictly independent of the computa-
tional power of an attacker. Current design strategies in which
several system subcomponents interact and produce readout
values at high frequencies, may not suffice in order to meet
these goals. To illustrate our point, consider a hypothetical
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PUF-circuit with the following properties: it generates 1-bit
responses RCi

, allows a readout rate of 10 MHz, and has 10-
Mb of relevant random structural features. Within seconds, a
list of challenge-response pairs containing, in principle, all rele-
vant information about this PUF can be extracted from it. From
this point onward, its security is only upheld by the unproven
computational hypothesis that the structural information cannot
be extracted efficiently from the gathered data, and cannot be
used for modeling and predicting the PUF subsequently. Simi-
lar considerations apply to the described optical PUF [1], which
contains less than 105 scatterers and allows quite high readout
bitrates.

Furthermore, the number of PUF components that interact
with each other cannot be increased indefinitely, since this may
result in stability issues, fading signals, and simplified effective
behavior of the system due to averaging effects. Electrical PUFs
suffer the most from this restriction.

The concept of an electrical PUF is somewhat related to the
idea artificial fingerprint devices [9] (AFDs). In one proposed
AFD, for example, a unique signature of the circuit is generated
from polysilicon thin-film transistor characteristics and used in-
stead of digitally stored keys [10]. However, this signature can
be straightforwardly extracted from invasive or semiinvasive
electrical measurements [11], and the behavior of the random
structure can be easily imitated digitally by a lookup table.
AFDs cannot provide fundamentally higher security than pro-
tected digital keys due to the small amount of easily accessible
structural information contained in them.

III. ROM MEMORIES AS SHIC PUFS

Our approach to circumvent the known problems in the de-
sign of secure PUFs was to readout a very large amount of
independent structural information while drastically reducing
the readout speed—we termed this concept a SHIC PUF in
Section I. Since memory circuits are already optimized in terms
of information density and readout stability, it is suggestive to
borrow concepts from this area in order to implement our idea.
The Ci challenge becomes a memory address, and the RCi

response is the information stored therein.
In order to be used as a SHIC PUF, a fixed content memory

circuit (ROM), containing N bits of information, should satisfy
the following requirements.

1) The readout speed is limited by the design of the circuit
to k b/s for a small value of k.

2) The time Tfull required for complete circuit characteriza-
tion (Tfull = N/k) exceeds the application lifetime of the
circuits or the maximal access time of an adversary (de-
pending on the application, it should be on the order of
several days, weeks, or even years).

Further requirements, which are not essential, but can signif-
icantly improve security, are as follows.

3) The N -bit content of the memory is physically random.
It is caused by irregularities in the manufacturing process,
which even the manufacturer cannot fully control.

4) The readout speed is limited directly and intrinsically by
the construction of the memory cells, bit and word lines,

and not by an artificially slow-access module. It cannot be
sped up by an invasive attacker who cuts off the module
and uses different, faster circuitry to access the memory.

Reasonable values for the memory size are N = 1010 bits and
k = 100 b/s, resulting in Tfull = 108 s or approximately three
years. We will use these parameters as “design target” in the
rest of this paper.

Since the targeted 10-Gb information content is well within
the reach of today’s semiconductor memories, there are numer-
ous realization possibilities, provided that we only aim to meet
requirements 1) and 2). Any sufficiently large memory with two
access modules will do: the memory is first written with random
bits, using a fast-access module. Then, this module is burnt or
cut off, and only the second, slow module remains for readout.
The advantage of such implementation is that novel technology
is not required to realize the SHIC PUF.

If we add requirement 3) to our list, there are still plenty of
options. For example, it is known that a nonwritable SRAM cell
on power-up latches into a state that is decided by the tiny asym-
metry between its two inverters (transistors) [12]. An array of
such SRAM cells could carry the required large and physically
random information content. It could also be possible to modify
flash-based or phase-change memory designs to operate as a
SHIC PUF, by exploiting the randomness of transistor charac-
teristics (or the state or the information-carrying phase-change
layer). Since the structural information is not modified during
the lifetime of the device, no writing circuitry is required for
this memory.

If we aim for maximal security, however, and assume that it
may be feasible for Eve to tamper with the peripheral circuits of
the memory block, then the memory must also meet requirement
4). This seems difficult to satisfy for a memory built from con-
ventional microelectronic technologies, since even slow semi-
conductor memories are operating in the megahertz regime. In
addition, our sought technology should maximize the informa-
tion content per chip area. The footprint of a single bit should be
small (ideally A < 100 nm × 100 nm) so that the N = 1010-bit
memory would fit in a few centimeter-square area.

IV. SHIC PUFS BUILT FROM CROSSBAR ARCHITECTURES

Cross-point architectures are the simplest functional nan-
odevices, possessing a very regular geometry and using only
two-terminal passive devices. They hold a great promise in na-
noelectronics, where fabrication challenges prohibit making a
more complex, arbitrarily interconnected circuit. Circuit archi-
tectures built from memristive crossbars [13] are being actively
researched today [14]. Crossbar architectures used as SHIC
PUFs could, hence, achieve the highest device density, which is
feasible by a certain technology node, making the PUFs small,
highly secure against tampering, and potentially cheap.

The sketch of a crossbar array is shown in Fig. 2. A partic-
ular bit at the intersection of the horizontal and vertical lines
is addressed by activating the corresponding bit and word lines
and measuring the current flowing through the crossing. Usu-
ally, each junction is a multilayered structure showing nonlin-
ear characteristics. We assume that only the storage array is
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Fig. 2. Schematic illustration of a crossbar memory. (a) From a perspective
view. (b) From the side view.

implemented by crossbar technology and the readout apparatus
is a silicon-based circuit [15].

A crossbar used as SHIC PUF is different from a standard
crossbar memory in the following aspects.

1) The SHIC PUF-crossbar does not need to be writable.
Through all its lifetime, it carries a hard-wired information
content, defined by the storage layer, which is unique and
random for each instance of the fabricated memory. The
storage layer is an inhomogeneously conducting material,
with resistance changing on the size scale of the 2F pitch
size of the crossbar. (F is the lithography resolution.)

2) The space between the bit and word lines may be filled
with a high-k (high dielectric constant) material, which
creates large interwire and junction capacitances.

3) The entire memory is built as one monolithic block,
where the number of bit and word lines being around
n =

√
N ≈ 105 . This prevents the attacker from acceler-

ating the readout by reading multiple memory banks in
parallel.

The most unusual character of a PUF-crossbar is the 3), as
mentioned earlier: large memory circuits are usually realized
from multiple banks in order to reduce access time and improve
noise margin and yield. We demonstrate in the next section that
reliable readout in such large banks is nevertheless possible.

V. ACCESSING INFORMATION IN LARGE CROSSBAR CIRCUITS

The circuit schematics of a biased crossbar circuit are illus-
trated in Fig. 3. We assume that the accessed word and bit lines
are biased on V read

bit and V read
word voltage, respectively. The unac-

cessed wires are on a fixed V unaccessed
bit and V unaccessed

word voltage.
For simplicity, all junctions of the aforementioned circuit are

drawn by the same diode symbol, but their I–V characteristics are
obviously different, carrying the random structural information.
If only one bit of information is extracted per junction, we can
refer to the diode as being in the “ON” or “OFF” state. There
is a sense resistor (Rsens) connected to the accessed word line,

Fig. 3. Biasing scheme of a crossbar array.

Fig. 4. Equivalent circuit of a crossbar array. Each diode symbol (with the cor-
responding Rs and Rp serial and parallel resistances) represents an “average”
junction, i.e., all the junctions connected in parallel to the same two nodes.

which can have a low or a higher value, depending on whether
current or voltage measurement is done by the sense amplifier.

Assuming that the series resistances of the wires are negligible
(or they can be approximated by a lumped resistance), one can
construct a simple equivalent circuit model of the array, which is
shown in Fig. 4. Here an equivalent (“average”) lumped circuit
element substitutes the junctions connecting to the accessed
word/bit line and the rest of the array. Junctions connected to
the accessed bit line can directly interfere by the readout process,
while others just add to the net current inflow (and dissipation)
of the structure.

To interrogate the selected bit in the crossbar array, we apply
the bias scheme of Fig. 4. Most of the unaccessed junctions
((n − 1)(n − 1) of them) are reverse-biased (V unaccessed

word =
−V dd/2, V unaccessed

bit = V dd/2), minimizing the magnitude of
parasitic currents. The interrogated junction is the only forward-
biased in the array (V read

word = V dd/2, V read
bit = −V dd/2), unac-

cessed junctions connecting to the accessed bit and word lines
get zero bias.

As an illustration, Fig. 5(a) shows two typical diode I–V)
curves, with a high and low series resistance, representing the
binary information carried by the junction. Fig. 5(b) shows the
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Fig. 5. (a) I–V characteristics of a diode-backed junction, using Is = 10−17

A, Rp = 5 × 1015 Ω, an ideality factor of 1.5 and serial resistances of Rs = 1
MΩ and Rs = 100 MΩ for the ON and OFF state of the junction, respectively.
(b) Current inflow at different array sizes, as simulated by SPICE, at V dd =
2.0 V .

sense current and the parasitic currents as a function of array
size. For about n ≈ 6 · 104 array sizes, the net current flow-
ing through the reverse-biased (unaccessed) junctions begins to
exceed the “useful” current flowing through the accessed bit
and word line. This causes unnecessary power dissipation, but
the parasitic current on a single bit/word line [on average (I/n)]
still remains small. Noise margin is high, as most of the parasitic
paths avoid the accessed bit and word lines. Taking into account
the bit and word line resistances would reduce the noise margin,
but the calculations show that the diode-backed crossbar mem-
ory is scalable to very large array sizes, at least in the region of
n > 105 , N > 1010 , as required by the specified design target.

We did not investigate the construction of the memory-
decoding circuit. For lithographic crossbars (F > 100 nm),
the decoder must be straightforward to build, even if decod-
ing a 105 × 105 size memory block would be quite unusual
and impractical in conventional memory designs. For nonlitho-
graphic crossbars, several constraints arise at the construction

Fig. 6. Complete read cycle of the crossbar memory. The curves show the time
dependence of Isens current and the bias voltages. At t = 2 ms, the accessed
junction is unbiased (reverse-biased) and at t = 5 ms, biased again.

of the “nano–micro” link. The reader is referred to the litera-
ture [16]–[18] for the solutions currently being researched.

VI. SLOW READOUT SPEED AND SECURITY AGAINST

INVASIVE ATTACKS

Time-dependent behavior of the crossbar can be modeled by
running a transient simulation on the circuit of Fig. 4. It is
required to consider the serial (Thevenin equivalent) resistance
of the voltage generators that drive the accessed/unaccessed bit
and word lines—these Rgen generator resistances are not shown
in Fig. 4.

Assuming that the series resistance of the bit/word wires is
negligible (or can be approximated by a lumped resistance) and
that the wires survive any current density, it is the generator
resistance Rgen and the net capacitance of the word line CΣ that
determines the τ = RgenCΣ time constant of the circuit.

Fig. 6 shows the simulation of a complete read cycle, us-
ing a junction capacitance of Cjunction ≈ 10−14 F and assum-
ing generator resistances of Rgen = 100 kΩ, Rgen = 500 kΩ,
and Rgen = 1MΩ. At the beginning (0 < t < 2 ms), the cross-
bar is readout using the bias scheme of Fig. 4. At t = 2 ms,
the generators abruptly unbias the accessed junction, i.e., both
V read

word and both V read
bit switch polarity. At t = 5 ms, the polarity

of this wires switch again; therefore, the interrogated junction
is forward-biased again.

The simulations of Fig. 6 show that, for the parameters we
choose, at least a few milliseconds must elapse between the
subsequent readouts for the sense current/voltage to stabilize.
The resulting readout speed of around 100 b/s corresponds well
to the specifications in Section III.

Smaller values of Rgen lead to faster readout cycles and, at the
same time, a higher capacitive peak current during the charge
up of the bit or word lines. The wire can be overloaded and
destroyed by this. Rgen has to be chosen in such a way that the
driven word line is not destroyed; consequently, the speed of a
large crossbar memory is limited by the finite current-carrying
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ability of the nanoscale wires. Faster readout attempts will in-
evitably result in rapid destruction of these wires, rendering the
structure unusable/unreadable.

The Cjunction ≈ 10−14 value we used in the calculations is
about an order of magnitude higher than the geometric capac-
itance could alone provide. An elementary capacitance calcu-
lation (C = εr ε0(A/d)) gives C = 10−15-F capacitance for an
A = 100 nm × 100 nm junction (using d = 1 nm and εr = 10).
Additional parasitic capacitances, interwire capacitances, and
equivalent capacitances associated with carrier mobilities can
increase the junction capacitance to the desired value. Another
possibility to increase capacitances is filling the gaps of the
structure with high-k materials, with a dielectric constant being
in the εr ≈ 100–1000 range. Such very high-k materials (ferro-
electrics) were widely investigated and characterized for ferro-
electric memory applications and their technology is compatible
with standard silicon processing [19], though they considerably
complicate the fabrication process. A lower Cjunction value may
also suffice, but the Rgen should be increased to maintain the
same τ time constant. An excessively high Rgen decreases the
noise margin of the memory.

If more than a single bit of information is stored in the junc-
tions (analogously to multibit storage in modern memories),
then the required measurement precision will further slow down
circuit operation. Another mode of operation is to compare the
resistances of two randomly selected junctions. This may also
provide compensation against power supply fluctuations and
certain aging effects.

The adversarial attacker could try to manipulate or entirely
replace the readout circuitry of the memory in order get quick
access to its content. This can be done by using a smaller value
for Rgen (i.e., decreasing the time constant) and/or reading out
multiple bits in parallel.

Both of these approaches are prevented, however, if the wires
have been set to have only a limited iinmax current-carrying ca-
pability. Decreasing the value of Rgen m-fold will result in m
times larger peak currents and destroys the wire. Reading mul-
tiple (say h) bit values simultaneously loads the corresponding
bit/word line with h × istatic current and exceeds the value of
iinmax already for small h. As our simulation results show, the
iinmax current limit could still be a few times larger than the istatic
steady-state current flow, meaning that a regime exists, where
the crossbar would still be reliably readable, but at the same
time secure.

A predetermined breaking point could be defined on the
nanowires to control the maximum allowable current densities.
The cryptographic application can tolerate, if a number bit or
word lines are damaged during fabrication as the bad Ci,RCi

pairs could be ignored in the cryptographic protocol.
If the crossbar is fabricated by state-of-the-art lithographic

technology or with sublithographic resolution, tampering with
the internal structure of the crossbar array seems to be tech-
nologically impossible, even for adversaries with practically
unlimited financial resources. This prevents attacks in which
the adversary would split the crossbar into several subblocks
and reads them out in parallel or fabricate contacts to access
inner nodes. The dense and regular structure of a crossbar and

the transistorless construction of the storage block most likely
prevents attacks that are conceivable for circuits made with con-
ventional microelectronic technologies such as cryptographic
processors [11].

VII. REALIZATION POSSIBILITIES FOR THE RANDOM

INFORMATION CONTENT

One crucial component of the crossbar memory is the
information-carrying layer. Ideally, its irregular structural fea-
tures should result in a truly random information content of
the memory. There are several suggestive random physical pro-
cesses, which form the sought type of nanostructures.

1) One possibility involves a phase change material, which
is illuminated by a random image (such as a series of
unaligned speckle patterns), resulting in an inhomoge-
neously conducting media [20]. This method is not man-
ufacturer resistant [5], meaning that a fraudulent man-
ufacturer could generate more than one memory of the
described type with the same information content.

2) Alternatively, a very thin oxide layer with a nonuniform
thickness can provide a tunneling current, which is differ-
ent from junction to junction.

3) Also crystallization processes exhibit an inherent random-
ness: the exact location of nucleation sites depend on
atomic-scale defects or roughness of material surfaces.
One example would be amorphous silicon, crystallized
with a laser beam again in combination with a speckle pat-
tern. For phosphorous-doped amorphous Si:H (a-Si:H),
a resistivity change between crystallized and noncrys-
tallized areas of 100 and 106 can be obtained for a P-
concentration of 10−5% and 2% in the initial layer, re-
spectively. These crystallization processes can reach res-
olutions below 100 nm due to the small heat diffusion
length in the silicon [21]. A polycrystalline material can
be doped as well, resulting in an inhomogenously doped
semiconductor.

One particular advantage of these processes is that they can
be made compatible with modern semiconductor manufacturing
technology.

VIII. GENERATING THE INFORMATION BY RANDOM

CRYSTALLIZATION PROCESSES

To illustrate the feasibility of a randomly conducting layer,
we have performed experiments on a medium prepared with a
random recrystallization process. Such crystallization processes
are particularly attractive for our goal, since the nucleation site
cannot be calculated or predicted, and the nucleation process
is governed by atomic-scale inhomogeneities of the starting
material.

We chose the aluminum-induced layer exchange (ALILE)
process [22]–[24], which is used to crystallize amorphous sil-
icon layers. In a typical ALILE process (which is illustrated
in Fig. 7), an Al/amorphous Si (a-Si) layer stack, separated by
a thin oxide film [see Fig. 7(a)], is annealed at temperatures
below the eutectic temperature of the Al–Si system. Annealing
of the sample leads to diffusion of Si atoms into the Al layer.
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Fig. 7. Steps of the ALILE process. (a) Al/amorphous Si layer stack on glass
substrate as starting configuration. (b) and (c) During the annealing, Si nuclei
form in the Al and grow in size. (d) Finally, a closed polycrystalline layer has
formed replacing the Al.

Fig. 8. Top-view optical microscopy image of the resulting ALILE layer.

Crystallite formation occurs, where local supersaturation of the
Al with Si is achieved [see Fig. 7(b)]. In addition to that, irreg-
ularities and defects, e.g., grain boundaries of the Al, can serve
as crystallization sites. As nuclei have appeared, they grow un-
til they reach the substrate. From this point, crystallites grow
laterally [see Fig. 7(c)] until a closed poly-Si layer has formed
[see Fig. 7(d)]. After the process is completed, the silicon and
aluminum layers exchanged their respective positions and the
a-Si has been crystallized.

By adjusting the initial Al/Si layer thickness ratio, an incom-
plete poly-Si layer composed of not fully interconnected grains
can be achieved. An example illustrating the randomness of such
an incomplete ALILE layer is shown in Fig. 8, where the green-
ish area represents the crystallized silicon grains and the black
surrounding the glass substrate. In this case, the Al remaining
on top of the poly-Si layer has been removed by wet chemical
etching. The ratio between the area covered with crystallites
and the bare glass can be adjusted by the Al/Si thickness ratio.
The size of the crystallites is determined by the annealing tem-
perature and the initial layer thickness. Since the crystallized

Fig. 9. Schematic illustration of a crossbar junction built by the ALILE
process.

Fig. 10. Arbitrarily chosen measurements on ALILE poly-Si/Al junctions.
Random resistive values are present due to the inhomogeneous structure of the
poly-Si film.

silicon grains are Al-doped after the layer exchange process,
this method results in conducting (Si-grains) and nonconduct-
ing (bare glass) regions in a truly random arrangement. Fully
crystallized layers also reflect the randomness of their formation
process and show inhomogeneous conductivity.

We have fabricated small-size crossbar structures having a
crystallized layer as the information carrier. In order to obtain
an Al back contact, we used the reverse configuration of the
ALILE process [25] to fabricate Al/poly-Si wires with a width
of 1–4 μm (see Fig. 9) on quartz glass substrates. Hydrogen
passivation is used to reduce the hole carrier concentration in
the poly-Si. The details of the hydrogenation process can be
found elsewhere [23]. Then Al wires of the same size were
evaporated with a mask, aligned perpendicular to the Al/poly-Si
wires as sketched in Fig. 9.

Fig. 10 shows some measured I–V curves on these junctions.
It is clear that the I–Vcurve shows sufficient randomness. We
are currently working on scaling the feature sizes down to the
100-nm regime; this is required to obtain our design target (see
Section III) within a reasonably small (cm2 size) active chip
surface.

The presented layer stack already shows a weakly rectify-
ing behavior, due to the Schottky-type contact between Al and
poly-Si layers. This nonlinearity is yet insufficient to make the
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crossbar addressable and a separate diode layer is necessary to
realize the selector elements.

There are several technologies in the recent literature giv-
ing solutions for the fabrication of the diode layer or the entire
crossbar. Crossbar memories can be made from standard semi-
conductor material systems (silicon, poly-Si) and oxide-based
switching layers [26], [27]. Molecular switching elements are
researched to achieve true nanometer-scale storage [27], [28].
Crossbar memories are proposed to be built from semiconduc-
tors that enable low-temperature processing, higher integration
densities (such as ZnO) [29], and back end of the line fabrication.
This later possibility is especially promising: a low-cost cross-
bar layer placed on top of a silicon IC can also serve as a coat-
ing PUF [30], physically protecting the underlying circuitry. It
would also be possible to use high-capacitance, high-resistance
amorphous semiconductors (such as amorphous silicon subox-
ides [31]).

IX. IMPLEMENTATION VARIANTS AND LIMITS

There are several possible device variants for the crossbar
PUF, depending on the application area and the desired level
of security. The design target outlined in Section III results in
a structure that may withstand about three years of continu-
ous adversarial access until full characterization (T = N/k =
(1010 bits)/(100 b/s) = 108 s ≈ 3 years).

If the memory is realized as nonlithographic crossbar (with
feature size in the 10-nm range), and the k = 100 b/s readout
rate can be maintained, then a centimeter-square-size block stays
secure for several decades. For lithographic crossbars, a few
years should be achievable.

The total adversarial access time and the security lifetime
of a product must be distinguished; during the few years life-
time of a credit card, for example, the maximal, hypothetical
adversarial access time will never go beyond a few days (card
is stolen and brought back unnoticed), and will typically be sig-
nificantly lower. So a cheap, few millimeter-square-area litho-
graphic crossbar can already provide a practically sufficient level
of security. The ALILE technology described in Section VIII
can be readily used for a number of applications, including
credit cards, passports, and key exchange. These applications
realistically require only a T of several days.

Small crossbar blocks will have lower RC constants than
large memory banks. High-k materials still can help to keep
capacitances high and access rates low. Our group is currently
investigating a variant of the ALILE technology, which allows
to further slow down the readout rates by introducing a large
number of slow traps at the crossbar junctions.

If the access rate of single memory block is extremely low
(k is only a few bits per second), then the crossbar can be
partitioned into smaller, parallel accessed blocks without com-
promising security. For sublithographic crossbars, a number of
smaller memory blocks may also provide ultimately high se-
curity, since invasive attacks (such as microprobing) become
practically impossible at this scale.

If multilevel storage is applied, the tradeoff between size,
security, and resolution can be improved yet further.

X. CONCLUSION

This paper proposed a new design paradigm for the con-
struction of secure PUFs. While the standard approach is to
employ many interacting components and high readout speeds,
we suggest to use as many single, densely packed, independent
subunits as possible while drastically reducing the readout fre-
quency. This new principle allows the construction of the first
PUFs which are secure even against computationally unbounded
adversaries, and in the face of weeks or years of uninterrupted
adversarial access. The slower readout speed seems no severe
disadvantage in typical appliances such as key exchange, credit
cards, or hardware tamper detection.

We suggested crossbar arrays as a preferable way to imple-
ment SHIC PUFs. Crossbar arrays lead to electrical SHIC PUFs
that can be integrated conveniently on a chip. They reach ul-
timate information densities and are potentially cost effective,
since they have a regular geometry and use only two-terminal
passive devices. Due to their simple layout, they can be pro-
duced at the limit of current nanofabrication, which gives them
high security against invasive attacks and increases their secu-
rity lifetime. We further showed that it is possible to enforce
the slow readout speed required for SHIC PUFs as an intrin-
sic property of the crossbar’s wiring and cell architectures, and
not only by an intentionally slow-access module, which might
potentially be circumvented or cut off.

We have backed our new design proposal by a discussion of
several concrete implementations, circuit simulation data, and
an experimental feasibility study. Our research suggests that
it should be possible to build a USB-stick-type device with
dimensions of a few millimeter × 1 cm × 1.5 cm, which is
secure for ideally up to tens of years, and which can be used
for user identification, hardware identification, key exchange,
and other security appliances. Other implementation variants
tailored for specific settings can be made yet smaller and cheaper
and integrated conveniently in existing microelectronic systems.
For further information about ongoing research, referred to [32].
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