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Abstract. We observe a security issue in protocols for session key exchange that
are based on Strong Physical Unclonable Functions (PUFs). The problem is il-
lustrated by cryptanalyzing a recent scheme of Tuyls and Skoric [1], which has
been proposed for use in a bank card scenario. Under realistic assumptions, for
example that the adversary Eve can eavesdrop the communication between the
players and gains physical access to the PUF twice, she can derive previous ses-
sion keys in this scheme. The observed problem seems to require the introduction
of a new PUF variant, so-called“Erasable PUFs”. Having defined this new prim-
itive, we execute some first steps towards its practical implementation, andargue
that Erasable PUFs could be implemented securely via ALILE-based crossbar
structures.

1 Introduction

Motivation and Background. Electronic devices have pervaded our everyday life,
making them a well-accessible target for adversaries. Classical cryptography offers sev-
eral measures against the resulting security and privacy problems, but they all rest on
the concept of a secret binary key: They presuppose that the electronic devices can con-
tain a piece of information that is, and remains, unknown to an adversary. However,
this requirement can be difficult to uphold in practice: Physical attacks such as invasive,
semi-invasive, or side-channel attacks, as well as software attacks like API-attacks and
viruses, can lead to key exposure and security breaks.

The described situation was one motivation that led to the development ofPhysi-
cal Unclonable Functions (PUFs). A PUF is a (partly) disordered physical systemS
that can be challenged with so-called external stimuli or challengesCi, upon which it
reacts with corresponding responsesRi. Contrary to standard digital systems, a PUF’s
responses shall depend on the nanoscale structural disorder present in it. It is assumed
that this disorder cannot be cloned or reproduced exactly, not even by the PUF’s original
manufacturer, and that it is unique to each PUF. This means that any PUFS implements
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an individual functionFS mapping challengesCi to responsesRi. The tuples(Ci, Ri)
are thereby often called thechallenge-response pairs (CRPs)of the PUF.

Due to its complex internal structure, a PUF can avoid some ofthe shortcomings
associated with digital keys. It is usually harder to read out, predict, or derive its re-
sponses than to obtain the values of digital keys stored in non-volatile memory. This
fact has been exploited for various PUF-based security protocols. Prominent examples
include schemes for identification [2], key exchange [1], ordigital rights management
purposes [3] [5]. Another advantage of (Strong) PUFs is thatthey can lead to protocols
whose security does not depend on the usual, unproven numbertheoretic assumptions
(such as the factoring or discrete logarithm problem), but rests on independent hypothe-
ses.

Strong PUFs and Weak PUFs.Two important subtypes of PUFs, which must explic-
itly be distinguished in this paper, areStrong PUFs1 andWeak PUFs2. This distinction
has been made first in [4] [3], and has been elaborated on further in [6] [7] [8].

Strong PUFsare PUFs with a very large number of possible challenges. Theadversarial
ability to apply challenges to them and to read out their responses from them is usually
not restricted. Their central security features are: (i) Itmust be impossible to physically
clone a Strong PUF, i.e. to fabricate a second system which has the same challenge-
response-behavior as the original PUF. This restriction must hold even for the original
manufacturer of the PUF. (ii) Due to the very large number of possible challenges and
the PUF’s finite read-out rate, a complete measurement of allchallenge-response pairs
(CRPs) within a limited time frame (such as several days or even weeks) must be im-
possible. (iii) It must be difficult to numerically predict the responseRi of a Strong
PUF to a randomly selected challengeCi, even if many other challenge-response pairs
are known.

A complete formal specification of Strong PUFs is laborious and besides the scope
of this paper, but can be found in [7]. Examples of candidatesfor Strong PUFs are
complex optical scatterers [2] or special, delay-based integrated circuits [9] [10] [11]
(albeit several of the latter have been broken up to a certainsize in recent machine
learning attacks [6]). Also analog circuits have been proposed recently [12].

Weak PUFsmay have very few challenges — in the extreme case just one, fixed chal-
lenge. Their response(s)Ri are used to derive a standard secret key, which is subse-
quently processed by the embedding system in the usual fashion, e.g. as a secret input
for some cryptoscheme. Contrary to Strong PUFs, the responses of a Weak PUF are
never meant to be given directly to the outside world.

Weak PUFs essentially are a special form of non-volatile keystorage. Their advan-
tage is that they may be harder to read out invasively than non-volatile memory like

1 Strong PUFs have also been referred to as Physical Random Functions[9] [10], or (almost
equivalently) as Physical One-Way Functions [2] in the literature.

2 Weak PUFs have also been referred to as Physically Obfuscated Keys (POKs) [4]. Note that
the predicate “Weak” is not meant to state that these PUFs are “bad” in anysense, we just
follow the terminology introduced in [3].
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EEPROM. Typical examples of Weak PUFs are the SRAM PUF [3], Butterfly PUF [5]
and Coating PUF [13].

Applications of Strong PUFs.We are mostly concerned with Strong PUFs and vari-
ants thereof in this paper, whence we focus on them from now on. The archetypical
application of Strong PUFs is the identification of entitiesover insecure networks. It
has already been suggested in the first PUF publication [2] bythe example of a bank
card scenario, and works along the following lines. Each customer’s bank card contains
an individual Strong PUF. Before issuing the card, the bank measures several of the
PUF’s CRPs, and stores them secretly on its server. When the customer inserts his card
into a terminal, the terminal contacts the bank. The bank chooses at random several
challengesCi from its secret CRP list, and sends them to the terminal. The terminal
obtains the corresponding responsesRi from the PUF, and returns them to the bank.
If they match the values in the CRP list, the bank considers the card as genuine. The
scheme has the upsides of circumventing the need for secret keys or secret information
on the vulnerable bank cards, and of avoiding the usual, unproven complexity theoretic
assumptions of classical identification protocols.

A second, central application of Strong PUFs, which also hasalready been sug-
gested in [2] (page 2029), and which has been worked out in greater detail in [1], is the
distribution of a secret key between different parties, forexample the terminal and the
bank. We are mainly concerned with this second application in this paper.

Our Contributions. Our first contribution is to observe a problem in the repeateduse
of PUF-based session key exchange protocols. We illustratethis problem by the exam-
ple of a recent protocol by Tuyls and Skoric [1], which has originally been suggested
for use in a bank card scenario. We show how to cryptanalyze this protocol under the
presumptions that an adversary can eavesdrop the communication between the terminal
and the bank, that he has got access to the PUF more than once, and that no secret digi-
tal information can be stored on the card. These presumptions seem very natural, even
more so in the original application scenario of bank cards orcredit cards (see section
2). The problem which our attack exploits is that the CRP-information used to derive a
key remains present in the PUF after the completion of the keyexchange protocol.

Second, we reason that the described problem cannot be solved via protocol or
software measures, and also not on the basis of current PUF architectures. Resolution
seems to require the introduction of a new PUF variant, so-called Erasable PUFs. They
are a special type of Strong PUF, with the additional featurethat the value of single
responses can be erased or altered without affecting the value of all other responses. We
specify this new primitive, and show how it can be used to fix the above security issues.

Third, we suggest one possible implementation strategy forErasable PUFs: Large,
monolithic crossbar arrays of diodes with random current-voltage characteristics. It has
already been demonstrated in earlier work that such crossbar arrays can act as secure
Strong PUFs [14] [15] [16]. We now show that the information stored in the diodes
of the crossbar can be erased individually: By applying dedicated voltage pulses to
selected crossbar wires, the current-voltage curve of any single diode can be altered in-
dividually, and without affecting the other diodes in the array. We present measurement
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data from single ALILE-diodes fabricated in our group that supports the feasibility of
the described approach.

Related Work. There is no related work concerning the cryptanalysis of theStrong
PUF-based session key exchange protocol by Tuyls and Skoric. In general, the crypt-
analysis of PUF-based protocols appears to be a relatively recent field. Previous PUF
attacks mainly focused on breaking the security propertiesof PUFs themselves (for
example by modeling Strong PUFs via machine learning techniques [6]), but not on
analyzing PUF protocols.

With respect to Erasable PUFs, there is obviously a large body of work on Strong
PUFs and Weak PUFs, but none of them explicitly considered the property of erasing
individual CRPs without affecting other CRPs. The categoryof PUFs which comes
closest to Erasable PUFs are Reconfigurable PUFs (r-PUFs) [17], but the previously
proposed optical, scattering-based implementation of r-PUFs has the property that in-
evitablyall CRPs are altered by the reconfiguration operation. No erasure or alteration
on a single CRP level is enabled. See also section 4 for a further discussion.

Organization of the Paper. In Section 2, we illustrate a security problem occurring
in PUF-based key establishment protocols. Section 4 discusses the implementation of
Erasable PUFs via crossbar structures. Section 4 describesa few obstacles in the prac-
tical realization of Erasable PUFs. Section 5 gives some background on the recent
concept of a Crossbar PUF. Section 6 describes how information can be erased from
Crossbar PUFs, implementing Erasable PUFs. We conclude thepaper in Section 7.

2 A Problem with PUF-based Session Key Establishment

2.1 The Protocol of Tuyls and Skoric

A specific Strong PUF-based protocol for combined identification and session key es-
tablishment has been suggested recently in [1]. It is illustrated in Fig. 1. The protocol
is run between a Bank on the one hand and an Automated Teller Machine (ATM) plus
a security token carrying the Strong PUF on the other hand. Itpresumes that all in-
volved parties have knowledge of a public one-way hash function h, and of a publicly
known error correction scheme, which is used to derive secrets S from a given noisy
PUF-responseR and helper dataW .

The protocol presupposes a set-up phase, in which the bank has got direct access
to the Strong PUF. The bank first of all establishes a (large) secret list of the form
{Ci,Wi, S

′
i}. Thereby theCi are randomly chosen challenges,Wi denotes helper data

that is generated by the bank from the corresponding (noisy)responsesRi of the PUF,
andS′

i refers to secret information that is derived from the noisy response by use of the
helper data. Furthermore, the bank chooses a secret numerical valuex at random, and
writesh(x) onto the card. After that, the card is released to the field.

Each subsequent execution of the protocol is run between thebank and the ATM/PUF.
At the beginning of the protocol, the token stores the numbern of previous protocol exe-
cutions, the valuem = hn(x), and an identification number of the Strong PUF, denoted
asIDPUF .
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The Bank initially holds a list of the form{Ci,Wi, S
′
i} that is stored together with

IDPUF in the Bank’s database. The valuen′ says how often the Bank has been engaged
in a session key exchange protocol with the PUF, andm′ = hn′

(x). The rest of the
protocol is described in Fig. 1, which is essentially taken from [1]. At the end of the
protocol, the Bank and the ATM/PUF have established a joint session keyK.

Bank ATM + PUF

(1) Generate random α.

Set K1 = h(m, IDPUF)

(2) Check n = n’.

Set M = hn-n’(m’)

Set K1’ = h(m, IDPUF)

Randomly select

challenge Ci.

Generate random β. (3) Check MAC.

Measure PUF response

and extract bitstring S.

Set K = h(K1, S).

(4) Set K’ = h(K1’ , S’).

Check MAC.

(5) Set n’ -> n+1, m’ = h(M) (6) Set n -> n+1, m -> h(m)

Remove C from database.

IDPUF, n‘, m‘, {Ci, Wi, Si’} IDPUF, n, m = hn(x)

α, n, IDPUF

E & MAC K1‘ (α, C, W, β)

MAC K (β)

Use K = K‘ as session key

Fig. 1. A protocol for combined identification and session key exchange basedon Strong PUFs,
which has been suggested by Tuyls and Skoric in [1].

2.2 Problems Arising from Repeated Access to the PUF

We will now present an attack on the repeated use of the above protocol, which allows
Eve to derive previous session keys.

The attack makes the following assumptions: (A) Eve can eavesdrop the communi-
cation between the bank and the ATM/PUF. (B) No secret digital numbers (e.g., hash
values, secret keys) can be stored safely in a non-volatile fashion on the security to-
ken. (C) Eve gains access to the security token at least twice, and can measure selected
CRPs from the Strong PUF on the token. All of these assumptions are relatively well
motivated: If a secure channel would be at hand, which cannotbe eavesdropped by Eve,
then no complicated session key exchange protocol is necessary. The secret keys could
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simply be exchanged by sending them over this channel. Likewise, if we were to as-
sume that secret digital keys (or other secret digital numbers) could be stored safely on
the token, then the use of PUFs is unnecessary: The token could execute all necessary
communication securely via classical, secret key based cryptography. Finally, assump-
tion (C) is straightforward: For example in a bank card scenario, where an adversary
might operate with faked terminals/readers that are under his control, and where the
card is inserted multiple times into these terminals/readers. Again, if we do not allow
an adversary to obtain physical access to the card, then the use of PUFs is unnecessary
in the first place.

Eve’s attack works in three successive phases executed at timesT1, T2 andT3.3 In the
first phase at timeT1, we presume that Eve has got access to the token according to
assumption (C). By assumption (B), she can read the current values ofn andm at time
T1 from the token, denoted byn(T1) andm(T1).

In the second attack phase at timeT2, we assume that Eve eavesdrops a session
key establishment protocol between the bank and the ATM/PUF. This is possible ac-
cording to assumption (A). From the first message sent in the protocol, which we
denote byα(T2), n(T2), IDPUF , Eve learns the current counter valuen(T2). Since
Eve already knowsn(T1) andm(T1) from phase 1, she can deduce the current state
m(T2) = hn(T2)(x) = hn(T2)−n(T1)(m(T1)). This allows her to derive the value of the
preliminary keyK1 at timeT2 by settingK1(T2) = h(m(T2), IDPUF ). Now, when the
bank sends the protocol messageE&MACK′

1
(T2)(α(T2), C(T2), W (T2), β(T2)), Eve

can remove the encryption, because she knowsK1(T2) = K ′
1(T2). She learnsC(T2)

and the helper dataW (T2). This closes Eve’s contribution in the second attack phase.
In the further course of the protocol (and without Eve’s involvement), the ATM/PUF
measures the PUF and extracts a secret bitstringS(T2) from its responses. Finally, the
ATM/PUF sets the session key to beK(T2) = h(K1(T2), S(T2)).

In the third attack phase at timeT3, we assume that Eve has got access to the se-
curity token and the Strong PUF, and that she can measure CRPsof the Strong PUF.
This is in accordance with assumption (C). Eve uses this ability to measure the PUF’s
responsesR(T2) that correspond to the challenge(s)C(T2). Note that the Strong PUF’s
responses are time invariant and are not actively altered byany protocol participant.
Hence Eve can determineR(T2), even though the time has progressed toT3 at this
point. Eve also knowsW (T2), whence she can deriveS(T2) from the responsesR(T2).
This enables her to computeK(T2) = h(K1(T2), S(T2)), since she knowsK1(T2)
already. In other words, Eve obtains the session keyK(T2) that was derived and used
at timeT2, breaking the protocol’s security.

2.3 Consequences for CRP Refreshment and Identification

It has been suggested in [1] that a session keyK established via the protocol of Fig.
1 could be used to achieve CRP refreshment between the ATM andthe Bank. To that

3 In the description of our attack, we will need to consider the value of various protocol param-
eters, such asn, m, or K1, at different points in time. To avoid confusion, we use the notation
n(T ), m(T ), K1(T ) (or similar expressions) to denote the values ofn, m or K1 at timeT .
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end, the ATM would, in regular intervals, execute the following steps: (i) Measure new
data of the form{Ci(Tj),Wi(Tj), S

′
i(Tj)} (whereTj can be an arbitrary point in time).

(ii) Exchange a session keyK(Tj) via the protocol of Fig. 1. (iii) Send the encrypted
messageE&MACK(Tj){Ci(Tj), Wi(Tj), S

′
i(Tj)} to the Bank. (iv) The Bank decrypts

this message, and adds{Ci(Tj),Wi(Tj), S
′
i(Tj)} to its CRP list. This process is termed

CRP refreshment. This method allows shorter CRP lists and saves storage requirements
on the bank.

But in the attack scenario described in section 2.2, i.e. under the provisions (A) to
(C), Eve can break this scheme. First, she can apply the attack described in section 2.2 to
obtainK(Tj). She can then decrypt the messageE&MACK(Tj){Ci(Tj),Wi(Tj), S

′
i(Tj)},

and hence learns the values{Ci(Tj),Wi(Tj), S
′
i(Tj)} that were intended for CRP re-

freshment. This enables her to impersonate the PUF in subsequent identification proto-
cols that are built on these CRP values. For example, it allows her to build faked bank
cards.

2.4 Generality and Difficulty of the Problem

The problem we observed in the previous sections does not only apply to the protocol of
Fig. 1. It could be argued that any PUF-based protocol for keyestablishment between a
central authority and decentral principals (terminals, hardware, etc.) involves, explicitly
or implicitly, the basic procedure that is shown in Fig. 2.

Central Authority (CA) Decentral Principal + PUF

(Terminal, Hardware etc.)

(1) Choose random Cj, Wj, Sj

from CRP list

Derive key K from Sj (2) Measure Rj from PUF

Obtain Sj from Rj (by use

of helper data Wj)

Derive key K from Sj

CRP List {Ci, Wi, Si}

C j, Wj

Use K as joint secret key

Fig. 2. The “raw”, basic building block for PUF-based key exchange. In practice, it can and will
usually be accompanied by other measures, such as message authentication or authentication of
the physically transferred PUF.

Any protocol of this form is prone to the type of attack described in section 2.2.
Considering the protocol of Fig. 2 sheds light on the heart ofthe problem: Eve can
break the protocol by firstly eavesdropping theCj ,Wj . Subsequent one-time access to
the PUF allows her to measure the correspondingRj and to derive the corresponding
Sj . This enables her to obtainK. We will not give a full formal proof of this statement,
but believe that adapted variants of this simple attack can be mounted on any Strong
PUF-based session key exchange. One example for such an adapted attack on a much
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more complicated protocol was given in Sec. 2.2. The key issue in all cases seems that
the response information used for the derivation ofK is still extractable from the Strong
PUF at later points in time.

It would be hence necessary to “erase” the responsesRj from the Strong PUF after
they have been used for key derivation. Note that in such an “erasure” operation, all
other responsesRi (with i 6= j) must remain unchanged: If they were altered, the list
{Ci,Wi, Si} stored at the central authority would no longer be valid. It could neither
be used for further key establishment protocols of the abovetype, nor for the typical
PUF-based identification schemes (see Sec. 1).

3 Erasable PUFs

We will now make some first steps work towards a hardware-based solution of the
above security problem, introducing a new variant of StrongPUFs: So-called Erasable
PUFs. For reasons of clarity and unambiguity, we slightly deviate from the established
notation for PUFs in the following specification, and denotethe response of a PUFS to
a challengeC by RS

C .

Specification 1(ERASABLE PUFS). A physical systemS is called anERASABLE PUF
if it is a Strong PUF with the following additional properties:

– There is a special, physical erasure operationER(·). It takes as input a challenge
C0 of S. It turnsS into a systemS′ with the following properties:

• S′ has got the same set of possible challenges asS.
• For all challengesC 6= C0, it holds thatRS′

C = RS
C .

• GivenS′ andC0, it is impossible to determineRS
C0

with a probability that is
substantially better than random guessing.

Note that Specification 1 is not meant to be a full-fledged formal definition, but shall
mainly express the properties of Erasable PUFs in a compact,semi-formal manner. Its
style follows [7].

Given the discussion of the previous sections, it is now relatively straightforward to fix
the security issues of the protocols of Fig. 1 and 2.

1. PROTOCOL OFFIG. 1: Use an Erasable PUF in the protocol, and add the erasure
operationER(C) at the end of step (3).

2. PROTOCOL OFFIG. 2: Use an Erasable PUF in the protocol, and add the erasure
operationsER(Cj) to the end of step (2).

These steps disable the attacks that have been presented in the previous sections:
When Eve has got access to the PUF at a later point in time, she can no more determine
the PUF responses used for previous key derivation, as the responses have been erased
from the system.
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4 Obstacles in the Implementation of Erasable PUFs

The implementation of Erasable PUFs on the basis of established PUF architectures
turns out to be intricate; we will summarize the occurring difficulties in this section. One
reason for the appearing problems is that Erasable PUFs mustcombine the following
properties:

(i) They must be Strong PUFs, i.e. they must have very many possible challenges, and
must be able to withstand full read-out for long time periods, i.e. weeks or months.

(ii) They must allow the erasure or alteration of single responses, without affecting
other responses.

These properties rule out Weak PUFs and their current implementation candidates
[3] [5] [13] from the start, since they simply do not fulfill condition (i) above, i.e. they
are no Strong PUFs.

An alternative approach would be to modify Strong PUF architectures in order to
obtain Erasable PUFs. The erasure operation could, for example, alter some internal
components of a Strong PUF. But unfortunately, all popular candidates for Strong PUFs
[2] [9] [10] [11] [12] create their responses in a complex interplay of many or even
all internal components. Altering one single component will not only change a single
response, but will affect many other responses, too. Their responses cannot be altered
individually, i.e. with single CRP granularity.

Another, straightforward idea would be to attach an access control module to a
Strong PUF. The module could store a list of “forbidden” challenges and prevent the
application of these challenges to the Strong PUF. But this approach is costly in prac-
tice: It requires non-volatile memory, which must store potentially large amounts of
challenges. Furthermore, it cannot reach ultimate security levels: The control module
might be circumvented or cut off by a well-equipped attacker, and the content of the
memory (i.e. the forbidden challenges) might be manipulated.

The existing concept that presumably comes closest to Erasable PUF are Recon-
figurable PUFs (r-PUFs), which were introduced in [17]. By definition, each r-PUF
possesses a reconfiguration operation, in which all CRPs of the r-PUF can be changed.
However, the currently suggested optical implementation of r-PUFs has the property
that all responses are altered by the reconfiguration operation, disabling it as an Erasable
PUF. For electrical implementations of r-PUF based on phase-change materials, which
are only briefly mentioned asides in [17], it is yet unclear whether they would be Strong
PUFs at all, i.e. whether they could be designed to withstandfull read-out in short time.

Eventually, there is one recent Strong PUF candidate that seems appropriate to im-
plement Erasable PUFs: So-called Crossbar-based PUFs. They have originally been
introduced in [14] [15] [16], and will be treated in the next section.

5 Strong PUFs based on Crossbar Structures

Recent work [14] [15] [16] investigated the realization of aspecial type of Strong PUF
(so-called “SHIC PUFs”4). These are Strong PUFs with the additional following prop-
erties:

4 SHIC abbreviates the term “Super-High Information Content”, and is pronounced as“chique” .
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(i) The PUF possesses maximal information content and density, with all CRPs being
mutually (i.e. pairwise) information-theoretically independent.

(ii) The PUF can only be read out at slow rates.

The motivation behind investigating this type of Strong PUFs was to protect PUFs
against any modeling attacks. Such attacks use known CRPs inorder to extrapolate
the PUF’s behavior on new CRPs, and constitute a serious challenge for the security
of Strong PUFs [6]. SHIC PUFs are automatically invulnerable against such modeling
attempts, since all of their CRPs are information-theoretically independent: Knowing a
subset of CRPs hence does not allow conclusions about other CRPs.

Concrete target parameters for the construction of SHIC PUFs discussed in [14]
[15] [16] were an information content of up to1010 bits and read-out speeds of102

to 103 bits per second. As argued in [15], such relatively slow read-out speeds are no
problem in many typical applications of Strong PUFs, such asbank card identification,
key exchange, or also oblivious transfer [18]. On the upside, the combination of slow
read out and high information content can potentially immunize the PUF against full
read-out for up to month or years of uninterrupted, unnoticed adversarial access [15].
For comparison, several known Strong PUF architectures with a MHz read-out rate can
be modeled (and hence broken) via a number of CRPs that can be read out in a few
seconds [6].

It has been shown in [14] [15] [16] that SHIC PUFs can be realized by large, mono-
lithic crossbar architectures. At each crosspoint of the crossbar, a diode with a random
current-voltage characteristic is present. The necessaryrandom variation in the diodes
is generated by a random crystallization technique known asALILE process. We will
review the necessary basics of this approach in this section; much further detail can be
found in [14] [15] [16].

ALILE Crystallization. In order to construct a Strong PUF with the above properties,
one first requires a solid-state fabrication process that generates a maximal amount of
entropy in the PUF. The authors of [14] [15] [16] turned to crystallization processes to
this end, since the crystallization step amplifies minuscule variations in the starting con-
ditions (such as atomic-scale roughness) to larger, stablevariations in the system (for
example the shape, size and position of the crystallites). Among many possible crys-
tallization processes, they eventually selected the so-called aluminum-induced layer
exchange (ALILE) process [20] [21], since it is a simple crystallization process that
involves few production steps and inexpensive starting materials. It results in polycrys-
talline films with p-type conduction [22], and creates a highly disordered and random
structure comprising of crystallized silicon grains (Si) and aluminum (Al). Fig. 3 a de-
picts the top view onto a crystallized system, illustratingthe occurring randomness. By
changing the process parameters, the size and density of thegrains can be tuned as
desired.

Diodes and Crossbar Read-Out.In order to read out the information contained in the
system, a circuit architecture known as crossbars can be employed. It consists of two
sets of parallel wires, one of them applied on the top, the other one at the bottom of the
structure. Both sets are arranged orthogonally to each other. The basic schematics are
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a)a)

Bit lines

Word lines

Forward biased

Reverse biased

Zero biased

Zero/Reverse
biased

+ V /2dd

- V /2dd + V /2dd - V /2dd

b)

Fig. 3. (a) Randomly shaped and located Si crystallites (top view, showing the extension inx-y-
directions). (b) Schematic illustration of the crossbar architecture and thediodes at the crossings.
Also read-out process, i.e. the selection of a bit line and a word line in order to address and read
out a single diode, is illustrated.

illustrated in Fig. 3 b. Due to the p-n-type cross section of the entire system (the film
of p-type conduction is generated on an n-type wafer to this end), each virtual crossing
of the crossbar acts like a p-n-diode, with rectification rates of up to107 [16]. Its I(V )
curve can be read out by applying a voltage at two chosen crossbar wires (bit and word
lines, in analogy to a memory), as illustrated in Fig. 3 b [15]. Due to the random nature
of the ALILE crystallization process, the diodes show current-voltage curves which are
very irregular and individual in shape. The individual curves differ in their currents by
up to four decimal orders of magnitude, but are still stable against aging and multiple
measurement [14] [16]. As shown in [14], at least three bits of information can be
extracted reliably from each crossing.

Information Content and Inherently Slow Read-Out Speed.Using crossbar architec-
tures has two advantages. First, they can reach ultimate information densities due to
their very simple architecture of parallel wires. The information density and content
targeted in [15] were1010 bits per cm2. Secondly, they can be designed with an inher-
ently limited read-out speed. To achieve this, the CrossbarPUF is built in one large,
monolithic block, not from separate blocks as modern semiconductor memories, and is
made from wires that have only finite current-carrying capacity. Simulations conducted
in [15] showed that in such large monolithic blocks, severalmilliseconds must elapse
before the sense current/voltage stabilizes. This resultsin read-out speeds of around 100
bits/sec. Any faster read-out attempts would overload and destroy the wires, leaving the
remaining structure unusable [15].

6 Erasing Information from Crossbar Structures

We now investigate if – and how – information can be erased from Crossbar PUFs.
Since the information is contained in the diodes’ current-voltage characteristics, any
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erasure operation must target the diodes, changing theirI(V )-curves irreversibly. We
could not build a device with1010 crossings within the scope of this paper, but argue
on the basis of measurement curves obtained from stand-alone fabricated in our group.
The fact that the behavior of these single diodes scales verywell to the operation of
large, monolithic blocks of diodes has been proven in all detail in earlier work [15].

The “erasure operation” works as follows. A specific diode inthe crossbar array
is chosen by selecting the corresponding bit and word lines of the crossbar structure,
similar to the read-out procedure for the crossbars. Then a short voltage pulse of 4 V to
5 V is applied in reverse direction to the diode. This inducesa breakdown in the ALILE
diode, which destroys the individual information present in theI(V ) curve, and makes
all curves after erasure “standardized” and very similar inshape.

This effect has been observed by us inall measured diodes; three illustrative exam-
ples forI(V )-curves before and after breakdown are shown in Fig. 4. While the large
variations in the original curves range over four orders of magnitude, there is little in-
dividuality left after breakdown. The curves after breakdown also differ strikingly from
the original curves. Considering the development of the relative positions of the curves
over the full voltage range shows that not even the relative positioning of the curves is
preserved.

Fig. 4.The curves of three exemplary diodes (red, blue and green) beforeand after breakdown.

The fact that the new curves are uncorrelated to the old ones is a consequence of the
physical effect behind the breakdown of the diodes. Our explanation of this mechanism
is the presence of a thin natural oxide film between the p- and n-layers, effectively re-
sulting in a p-i-n-structure. Such an additional i-layer would strongly reduce the tunnel-
ing current in reverse direction (as observed by us), which otherwise had to be expected
to be high due to the large hole carrier concentration in the ALILE layers (up to 1019

cm−3) [16]. The assumption of an intermediate oxide layer is further supported by the
fact that diodes which were exposed to hydrofluoric acid (HF)vapor prior to the depo-
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sition of the ALILE layersdid not showcomparable rectification rates; the HF vapor
is known to remove Si-oxide, leading to a destruction of the possible p-i-n -structure
[23]. The described voltage pulse in reverse direction thensimply burns and removes
this i-layer.

This physical mechanism behind the erasure supports the security of our construc-
tion, for the following reasons: First, the destruction of the thin, irregular oxide film
cannot be reversed physically by Eve. Second, after the oxide layer has been removed,
independent and secondary features of the structure dominate theI(V ) curve (whereby
their effect on the randomness of the curve is by far not as strong as the original configu-
ration, see Fig. 4). From knowing the new curves after breakdown, it is therefore impos-
sible to conclude backwards on the shape of the originalI(V ) curves before breakdown.

Finally, please note that the operational voltage for measurement of the diodes in
the crossbar structure lies between -2V and +2V. The erasureoperation hence is just a
factor of around 2 away from the standard operation of the crossbar. This is compatible
with the use of wires with finite current-carrying capacity,which was indispensable to
enforce the slow read-out rate of the crossbar (see Section 5, page 11, and [15]).

7 Summary

We made the following contributions in this paper. First, weobserved a security prob-
lem in a recently published session key exchange protocol byTuyls and Skoric [1],
which is based on Strong Physical Unclonable Functions (PUFs). We cryptanalyzed the
protocol under the relatively mild presumptions that the adversary gains access to the
PUF twice, that she can eavesdrop the communication betweenthe involved parties,
and that no secret information can be stored on the card. As discussed earlier, these
presumptions are well-motivated, for example in the bank card scenario in which the
protocol had been proposed originally. Our attack has severe consequences for the se-
curity of the proposed bank card application. The noted security problem seems to be
general, applying to any comparable session key exchange based on Strong PUFs.

Second, we introduced a new PUF variant, so-called ErasablePUFs, in order to
resolve the described security issue. These are special Strong PUFs, with the additional
property that the information stored in single responses oftheirs can be irreversibly
erased without changing any other response values. As we argued, currently known PUF
architectures are unsuited to this end: They either are no Strong PUFs in the first place.
Or, they have many interplaying components, which preventsthat a single response
can be changed without affecting the other responses. The latter problem holds for all
delay-based PUFs, but also for the current, optical implementations of Reconfigurable
PUFs.

We therefore, thirdly, investigated new architectures forimplementing Erasable
PUFs. We suggested the use of crossbar structures with randomly crystallized ALILE-
diodes. It was known from recent work [14] [15] [16] that such“Crossbar PUFs” can act
as Strong PUFs with very high information content and densities and inherently slow
read-out speed. We now discussed how the information storedin the ALILE-diodes of
the crossbar can be erased individually. Our erasure process works by applying a rela-
tively small threshold current to selected bit and word lines of the crossbar. This induces
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a “breakdown” in the diode, as it burns intermediate oxide layers. The process is irre-
versible, and transforms the individualI(V ) curve of any diode into an uncorrelated,
new one. The threshold current is low enough to be compatiblewith the finite current
carrying capacity of the crossbar wires and the read-out mechanism of the crossbar ar-
ray. We supported our proposal by measurements on single, stand alone ALILE-diodes
fabricated in our group. It had been shown in extensive simulations in previous work
[15] that the behavior of such diodes scales to large diode arrays.
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