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Abstract. Oblivious transfer (OT) is a simple, but powerful cryptographic prim-
itive, on the basis of which secure two-party computation and severl otyp-
tographic protocols can be realized. In this paper, we show how OT &am-b
plemented by Strong Physical Unclonable Functions (PUFs). Speciatiattés
thereby devoted to a recent subclass of Strong PUFs known as SHEE. Bur
results show that the cryptographic potential of these PUFs is perhgmsssu
ingly large, and goes beyond the usual identification and key exchaogepls.

1 Introduction

Motivation and Background. Electronic devices are becoming increasingly mobile,
cross-linked and pervasive, which makes them a well-aitdedsrget for adversaries.
Mathematical cryptography offers several measures agtiagesulting security and
privacy problems, but they all rest on the concept of a sdxnetry key: They presup-
pose that the devices can contain a piece of informationighand remains, unknown
to an adversary. This requirement can be difficult to upheldractice: Invasive, semi-
invasive, or side-channel attacks, as well as various soéwattacks including viruses,
can lead to key exposure and full security breaks.

The described situation was one motivation that led to tiweldement ofPhysical
Unclonable Functions (PUFHL]. A PUF is a (partly) disordered physical systém
that can be challenged with so-called external stimuli @lehgesC;, upon which it
reacts with corresponding responges Contrary to standard digital systems, a PUF'’s
responses shall depend on the nanoscale structural digesent in it. It is assumed
that this disorder cannot be cloned or reproduced exacttgven by the PUF's original
manufacturer, and that it is unique to each PUF.

Due to their complex internal structure, PUFs can oftencagoime of the shortcom-
ings associated with digital keys. It is usually harder tdreut, predict, or derive their
responses than to obtain the values of digital keys storedmrvolatile memory. This
fact has been exploited for various PUF-based securitppodd, for example schemes
for identification [1] and key exchange [2].



Oblivious Transfer. Oblivious transfer (OT) is a two-player cryptographic pitise
which was originally introduced by [3] [4]. Several variargxist, which are reducible
to each other [5] [31]. The version considered in this paper one-out-of-two obliv-
ious transfer or@)-OT [5]. This is a protocol with the following properties: Alte
beginning of the protocol, one party Alice (the “sender”}Jdsotwo secret bit$, and
by as private input, and another party Bob (the “receiver’dsad secret choice hit
as private input. After execution of the protocol, the faling conditions must be met:
(i) Bob has learned the bit., i.e. those of the two bitg, andb; that was selected by
his choice bit. (ii) Even an actively cheating Bob cannot derive any infation about
the other bith.q1 as long as Alice follows the protocol. (iii) Even an activelyeating
Alice cannot learr if Bob follows the protocol.

Since its introduction, a large class of cryptographic sob& has been realized on
the basis of OT, including bit-commitment, zero-knowleggeofs, and general secure
multi-party computation [6] [7] [8] [9] [10]. This makes OT\&ery versatile and uni-
versal primitive. The fact that OT can be realized within gae cryptographic model
is often seen as an indication of the model’s large crypfagrapotential. For these
reasons, the feasibility of OT in the context of quantum togpaphy [11] [12], within
the Bounded Storage Model (BSM) [14] [15], or in noise-bassghtography [16] [17],
has been well-investigated in earlier publications .

Our Contribution. In this extended abstract, we describe a protocol that imeids
oblivious transfer on the basis of two types of Physical dnable Functions: So-called
Strong PUFs and SHIC PUFs (see Section 2). The protocol steeimdicate the large
potential of these PUFs beyond the known schemes for ideattdin [1] and key ex-
change [2].

The protocol can be executed between two players Alice arm Baler the fol-
lowing prerequisites: (i) Bob had previous access to therfgtPUF/SHIC PUF in a
pre-setting phase. During this phase, he established af Igtallenge-response-pairs
(CRPs) of the PUF, which is unknown to Alice. (ii) At the timéprotocol execution,
the Strong PUF/SHIC PUF has been transfered to Alice. OrilgeAlas access to it and
can measure CRPs of the PUF.

Since it is known from other publications that OT is a symiaeprimitive [31],
our technique allows OT in both directions under the abowipions, without re-
transferring the PUF from Alice to Bob (see Sec. 3.3).

Organization of the Paper. In Section 2, we give some background on the two specific
PUF types which are relevant for this paper (i.e., Strong ®aie SHIC PUFs). We also
briefly discuss their implementation. In Section 3 we déscand analyze our protocol
for oblivious transfer. We conclude the paper in Section 4.

2 Background on PUFs

We now give some background on the two PUF types relevanthferpaper. Since
SHIC PUFs are a special form of Strong PUFs, we start with ghaeation of the
latter.



2.1 Strong PUFs

A Strong PUF! [18] is a (partly) disordered physical systefnwhich can be excited

with a finite number of external stimuli or challeng€s, upon which it reacts with

corresponding responsé-, 2. The pairs(C;, R¢,) are usually called the challenge-
response pairs (CRPs) of the PUF. Three security relevapepties of a Strong PUF
S are the following:

(i) Due to the disordered microstructure $f it must be practically infeasible to fab-
ricate a physical clon§’ of S, which has the same challenge-response behavior as
S. This restriction shall even hold for the original manutaet of S.

(ii) Due to the large number of possible challenges that eaagplied taS, it must be
practically infeasible to exhaustively measure all CRPS @fithin a limited time
frame on the order of weeks, months, or even years.

(iii) Due to the complicated internal interactions$fit must be practically infeasible to
devise a computer program that correctly predicts the respofS to a randomly
chosen, previously unknown challenge with high probabilihis should hold even
if many other challenge-response pairsScdre known.

Together, conditions (i) to (iii) imply that the respondes, of S can be determined
correctly (with high probability) only by someone who has diwect physical access to
the single, unique PUE. Implementation examples of Strong PUFs include complex
optical scatterers [1] or integrated circuits whose owgpi#pend on their internal, indi-
vidual runtimes delays [21] [22] [23]. Also analog cellukrays have been proposed
recently [24].

It has been realized relatively early, however, that maekhéarning techniques are
a natural and powerful tool that can potentially challertgedbove security condition
(iii). Successful attacks on several Strong PUF candidaa®e indeed been reported
in [20] [21] [25] [26]. To rule out a potential susceptibjlito algorithmic modeling
attacks, SHIC PUFs have been introduced.

2.2 SHIC PUFs

SHIC PUFs are pronounced as “chique PUFs” and have beenstedga [27] [28]
[29]. The acronym “SHIC” stands for Super High Informatioar@ent. They are Strong
PUF (i.e. they possess the above properties (i) to (iii))fzanek the following additional
features:

(iv) They contain an extraordinarily high amount of respsnslevant random informa-
tion and have a very high information density.

1 strong PUFs also have been referred to simply as PUFs [19], as Rhgsiocdom Functions
[19][21] [22] , or, almost equivalently, as Physical One-Way Riores [1].

2 Please note that the terminologiRé, ” slightly deviates from the standard terminologi;”
for PUFs. The new terminology is introduced here in order to make theigéen of Protocol

2 less ambiguous.



(v) Theirread-out speed (i.e. the frequency by which theylpce responses) is limited
to low values. This limitation should not be enforced by difiaially slow access
module or the like, which could potentially be circumventedtut off by suitable
invasive means. Rather, it must be an inherent propertyeolPthF's design and its
physical properties.

(vi) The CRPs of a SHIC PUF are mutually independent. Thexpsér mutual informa-
tion of any two responses of theirs is zero.

SHIC PUFs can be imagined as a huge read-only memory withyahigi random
information content and antrinsically slow read-out speed challengeC; to a SHIC
PUF is the analogue to the address in a classical memoryhancotresponding re-
sponseR¢, is similar to the bit-value stored under that address. A iptessealization
with concrete numbers for information content, informateensity and read-out speed
will be discussed in Section 2.3.

Strong PUFsvs. SHIC PUFs. As emphasized earlier, all SHIC PUFs are Strong PUFs,
but they possess the further properties (iv) to (vi) abov#CSPUFs thus have the ad-
vantage that their security does not depend on the compogtpower and the machine
learning capabilities of the attacker. As all their CRPsiatependent of each other,
they withstand prediction even by attackers with unlimitednputational power until

a complete read-out has been accomplished. Their secumfifydepends on the CRPs
known to an adversary vs. the overall number of CRPs of the PUF

2.3 Realization of SHIC PUFs

Even though this is not the main topic of this manuscript, v bwiefly discuss the
practical realization of the theoretical concept of a SHIZFPOne potential candidate
are ALILE-based Crossbar PUFs, which have been introducg®7] [28] [29]. We
will only provide a short overview of this approach; muchthar detail can be found
in [27] [28] [29].

Generating Randomness by the ALILE Process. Any SHIC PUF must contain a
very large random information content. There are many giayprocesses that generate
large entropy in solid-state systems, but one example #@raeeentually lead to inte-
grated electrical realizations of SHIC PUFs is a processvknas ALuminum-Induded
Layer Exchange (ALILE) [27] [28] [29]. It is a simple, crydliaation-based method
that employs only inexpensive starting materials (amoughsilicon and aluminum). It
result in polycrystalline films with p-type conduction, whiexhibit a very large level
of disorder and randomness (see Fig. 1 a). By adjusting theeps parameters, the size,
number and density of the crystallites can be tuned as deSilee randomness causes
individual electrical properties in different subregiarfdhe surface.

Crosshar-based Read-Out. One method that was investigated in [27] [28] [29] is to
read out the information from ALILE structures by so-callewssbar architectures.
Slightly simplifying, a crossbar consists of two sets ofghiat wires, which are at-
tached to the top and to the bottom of the crystallized atnectThe bottom set of wires



is arranged in a 90angle to the top set, as shown in Figure 1. If source and drain
voltages are applied at exactly one top and one bottom wireeit flows through the
polycrystalline film area at the virtual crossing of the twaes. I(V') curves with a
strongly rectifying behavior [29] are observed, which dgpen the individual, random
configuration in the polycrystalline substrate at the dr@ssThey can be converted into
a few bits of individual information per crossing [27] [28].

Crossbar architectures are among the simplest functiarad devices and possess
a very regular geometry. They can hence be fabricated with small inter-wire dis-
tances, leading to high information densities. Concredéization parameters we tried
to make plausible by measurement on single diodes and bglapsimulations in
[28] are10° top wires andL0® bottom wires, which leads to an information of around
1010 bits per cm. This assumes that the footprint of one crossing is 100>n00
nm [28]. A single CRP of such a structure would have a lengtlaround around
1+ 2-log, 10° ~ 35 bits.

b)
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Fig. 1. a) A polycrystalline film resulting from the ALILE process, illustrating the haitropy
and disorder in the structure. The green areas are silicon crystallisssegsing a random distri-
bution and strongly irregular shape. b) The schematics of the crossmhout circuitry.

Inherently Slow Read-Out Speed. Up to now, we have mainly described a memory-
like structure with a high information content and densitigo large arrays of SRAM
cells or Butterfly PUFs could fulfill these criteria, albefegumably at lower informa-
tion densities. The perhaps most unusual characterisf@radésbar PUFs is that they
promise to guarantee an inherently slow read-out speed T@&8chieve this property,
the Crossbar PUF must be built in one large, monolithic hlock from separate blocks
as modern semiconductor memories. The wires are intetfliyjadesigned to have only
a low, limited current-carrying capacity. Simulations danted in [28] showed that
in such large blocks, depending on the fabrication paramseseveral milliseconds
must elapse before the sense current/voltage stabilizes.|§ads to read-out speeds
of around 100 bits/sec [28].

The two apparent strategies to accelerate read-out woutd Inerease the sense
current/voltage, or to conduct a parallel read-out at sdvenossings. But both ap-
proaches lead to a higher current load in the monolithicstras which is proportional



to the achieved speed up. They therefore quickly overloddiastroy the limited wires
[28]. Removing the original wires of the crossbar, whichyeensely cover the whole
crystallized system, and replacing them with a faster matdnechanism seems prac-
tically infeasible without destroying the PUF’s structaired current-voltage character-
istics. This makes the PUF’s original responses unreada8je

3 TheProtocol

We now provide a protocol foﬁ)-OT on the basis of Strong PUFs, which is inspired
by techniques originally presented in [14]. Since SHIC Pdfesa subclass of Strong
PUFs, the protocol works for both PUF types interchangeablysing SHIC PUFs
only causes some small advantages in the resulting sedeityres (see section 3.3).
As a subprotocol, we employ interactive hashing [13] [14].

3.1 Interactive Hashing

In a nutshell, interactive hashing [13] is a cryptographio{player protocol, in which
Alice has no input, and Bob’s initial input is an-bit string.S. At the end of the proto-
col, Alice knows twom-bit stringstU; andUs, with the properties that (i, = S for
some hith € {0, 1}, but Alice does not know the value bfand that (ii) the other string
Uy is an essentially random bitstring of length which neither Alice nor Bob can
determine alone. A protocol for interactive hashing candoestructed as follows.

Protocol 1: INTERACTIVE HASHING
Prerequisites:

1. Alice holds no input, Bob holds an-bit string S as input.
2. Let(G be the following class of 2-universal hash functions:

G = {g(x) = a 2 | ais an element of the s¢0, 1}™} ,

wherex denotes the scalar product between the vect@nsd:x.

Protocol:

The protocol consists ofi — 1 rounds. In thej-th round, forj = 1,...,m — 1, Alice
executes the following steps:

1. Alice chooses a functiog; uniformly at random from the sef. Let the m-
ary binary vectora; be the description ofs. If a; is linearly dependent on the
ai,...,am—1, then Alice repeats step 1 unti} is linearly independent.

2. Alice announces; to Bob.

3. Bob computes; = g;(S) = a; * S and sends; to Alice.

At the end of the protocol, Alice knows: — 1 linear equations satisfied kfy. Since
thea;'s are linearly independent, there are exactly two differarbit stringsU; and
U, that satisfy the system of equations set up by Bob. Theséi@mucan be found by
Alice via standard linear algebré; andU; have the property that exactly one of them
is equal toS, but obviously Alice has no chance in telling which one ither further
details see [13] [14].



3.2 Oblivious Transfer
Protocol 2: (f)-OBuwous TRANSFER BY STRONG PUFs
Prerequisites:

1. Bob holds a Strong PUF. We assume without loss of generality that the responses
RZ, of S consist of a single bif
2. Alice and Bob have agreed on an encoding schéifig with the following prop-
erties:
(a) E() efficiently encodes finite tuples of PUF-challenggsof the formT =
(C1,...,C%) as finite binary strings.
(b) E(-) is reversed by a decoding schetb¢:), such thatF(D(T)) = T for all
tuplesT of the formT = (C4, ..., Cy) (with the C; being challenges df).
(c) D(-) uniquely associates a tugle= D(x) with any finite binary string.
Similar encoding schemes can be found, for example, in [BR14].
3. Alice holds two bit$y andb;, which are unknown to Bob.
4. Bob holds a choice bit, which is unknown to Alice.

Protocol:

1. Bob chooses a tuple of challengés= (C4,...,C,) uniformly at random, and
determines the corresponding respornBes, ..., R¢,, .

2. Bob sends or transfers the Strong P86 Alice.

3. Alice and Bob get engaged in an interactive hashing pobtadere Bob’s input is
E(T).

4. The output of this interactive hashing protocol, whiclbath known to Alice and
Bob, are two stringé/y andU;. One of these stringsy, U; is equal toE(T). Let
us call the index of that string, i.e.U;, = E(T).

Note: Bob knowsig, since he knows botty, U; andE(T).

9

. Bob sets the bit' = iy ® ¢, and sendg’ to Alice.
6. Alice determines by measurement on the RUtRe values

RZ17~-~7RZn,7

where theZ; are the elements of the tup®(U..) (which, by the properties of
D(-), are all challenges of). Furthermore, she determines by measuremertt on
the values

Rzl/,...,RZn/,

where theZ;’ are the elements of the sB{U../g1).

% If a response consists of multiple bits- - - b, we can, for example, take the XOR of all these
bits, or employ fuzzy extractors.



Note: At this point of the protocol, Alice has chosen two sets of REg§ponses
Rz,,...,Rz, andRz, ..., Rz .. Bob knows exactly one of these sets, namely
the one that is equal tB¢,, ..., Rc, . The other set is unknown to Bob. Further-
more, Alice does not know which of the two sets of responsksadsvn to Bob.

7. Alice forms the two strings, ands; according to the following rules:

50:b0+RZ1+~--+RZn mod 2,

and

51:b1+RZl’+~--+RZ”/ mod 2.

8. Alice sendsy ands; to Bob.
9. Bob obtains the bii. he selected through his choice bias

be =8.+ Rc, +...+ Rc, mod 2.

3.3 Discussion

Security. The security of the protocol depends on the fact that Bob do¢know
both setsRz,,..., Rz, andRz,,..., Rz, + in step 7. If he did, then he could learn
both bitsb, and b,. This is where property (iii) (see page 3) of Strong PUFs and
SHIC PUFs becomes relevant. Due to this property, Bob caknotv all CRPs of
the Strong PUF/SHIC PUF, but only a fractierwith 0 < v < 1. Since one of the
setsRyz,,..., Rz, andRy, ,..., Rz, . is chosen at random in the interactive hashing
protocol, the probability that Bob knows the corresponddi®Ps isy™, i.e. it is expo-
nentially low in the security parametarof the protocol. The fact that Alice does not
learn Bob’s choice bit stems from the security properties of the interactive haghi
protocol, which prevents that Alice learns which of the twring)sU; or Us is equal to
Bob’s private inputS [13] [14].

The security difference in using Strong PUFs and SHIC PURratocol 2 is that
by its definition and property (vi), a secure SHIC PUF woullfilfuthe essential re-
quirement (iii) (see page 3) independent of the computatipower of the adversary.
Secure SHIC PUFs hence could guarantee the protocol’sisealsio against cheating
parties with unlimited computational potential.

Practicality. The communication and storage requirements are mild: Bodt stare
only n CRPs, and the protocol has aroumdrounds for the interactive hashing. The
latter can be reduced to a constant the techniques desanifiEs].

In order to cope with potential noise in the PUF responsessipnably standard
PUF error correction such as helper data (see [2] [27] aretertes therein) could be
used. In that case, a few steps of the protocol should betadjusirstly, Bob measures
and stores noisy datBq, in Step 1. Alice likewise obtains noisy respongeg, and
Rz, in Step 6 of the protocol, and extracts helper déta andWy, ., together with
secretsSz, and Sz, . In Step 7, Alice uses the secrefg, and Sz, (instead of the
valuesRz, and Rz, ) to “encrypt” the bitsby andb;. In Step 8, she transmits the



corresponding helper dat;, andWW, - together with the strings, ands;. Of these
two sets of helper data, Bob uses the one that matches hiselaky,. He derives
identical secrets as Alice from thfe.,, and uncovers the bit. from s;,gc.

Symmetry. Oblivious transfer is known to be a symmetric primitive [3Given an
OT protocol where Alice is the sender and Bob is the receimes, can construct the
“reverse” OT protocol where Alice acts as receiver and Bokessler. The construction
of [31] is generic, and independent of the concrete impleatam of the OT.
Therefore, Protocol 2 can also be used to implement OT in therdlirection,
i.e. from Bob to Alice, without re-transferring the PUF froitice to Bob. This is an
important practicality asset: In many applications, thggital transfer of the PUF in
one direction is executed naturally (e.g. in a hardwarepgdpfrom a manufacturer
to a customer, or on a bank card carried to an automated taliehine (ATM) by
a customer). Once accomplished, this allows oblivioussfiemin both directions and
secure two-party computations, e.g. between the manuéacnd the hardware.

4 Summary

We discussed a protocol for oblivious transfer on the bas&tmng PUFs and SHIC
PUFs. It allows OT and secure two-party computation betweenplayers, provided
that (i) Player A had previous access to the PUF, and (ii) &tdyer B holds physical
possession of the PUF at the time of the protocol executibas@& circumstances occur
frequently in practice, for example between a central aitthon the one hand and
mobile hardware systems, decentral terminals, or sedokins (including bank cards,
ID cards, access cards, and the like) on the other hand. Thegot does not use any
computational assumptions other than the security of the PU
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